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1. Introduction
Inorganic semiconductor devices such as transis-

tors have been instrumental in shaping the develop-
ment of our society of information and communi-
cation. Recently, the electronics and photonics tech-
nologies have opened their materials base to organics,

in particular π-conjugated oligomers and polymers.
The goal with organics-based devices is not neces-
sarily to attain or exceed the level of performance of
inorganic semiconductor technologies (silicon is still
the best at the many things that it does) but to
benefit from a unique set of characteristics combining
the electrical properties of (semi)conductors with the
properties typical of plastics, that is, low cost, ver-
satility of chemical synthesis, ease of processing, and
flexibility. Interest in conjugated polymers picked up
significantly after the 1976 discovery that they can
be made highly electrically conducting following a
redox chemical treatment.1 This discovery led to the
2000 Nobel Prize in Chemistry awarded to Alan
Heeger, Alan MacDiarmid, and Hideki Shirakawa.
By the mid-eighties, many research teams in both
academia and industry were investigating π-conju-
gated oligomers and polymers for their nonlinear
optical properties or their semiconducting properties,
paving the way to the emergence of the fields of
plastic electronics and photonics.2

The technological developments in plastic electron-
ics and photonics have been required to gain a much
better fundamental understanding of the nature of
electronic excitations, charge carriers, and transport
phenomena in ordered and disordered π-conjugated
materials. Our aim in this contribution is to review
a number of these issues and to highlight the
fascinating chemistry and physics of these materials
and the strong connection that exists in this field
between basic and applied research.

A major breakthrough in the field of organic
electronics is the 1987 report by Tang and VanSlyke
at Kodak of the first electroluminescent device based
on a π-conjugated molecular material, tris(8-hydroxy-
quinoline) aluminum (Alq3).3 Shortly thereafter, Friend
and his group at Cambridge discovered electrolumi-
nescence (EL) in a conjugated polymer, poly(para-
phenylenevinylene) (PPV), thereby opening the way
for the fabrication of polymer light-emitting diodes
(LEDs).4

Typically, an organic LED is built5 by successively
depositing the following materials on a transparent
substrate: a transparent electrode made of a high
work function compound, usually indium-tin oxide;
one or several organic layers that in the case of
molecular materials are generally deposited by
vacuum sublimation6 or in the case of polymers are
generally deposited by spin coating or ink-jet print-
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ing;7 and a top metallic electrode made of a low work
function metal or alloy. Four main steps are required
to generate light from a LED device upon application
of a forward bias, as sketched on the top of Figure 1.
(i) Charge injection: Electrons (holes) are injected
from the Fermi level of the low (high) work function
metal into the lowest unoccupied (highest occupied)
electronic levels of the organic material present at
the metal-organic interface. (ii) Charge transport:
Electrons and holes drift in opposite directions within

the organic layer(s) (usually in a dispersive manner)
under the influence of the static electric field gener-
ated by the forward bias. (iii) Charge recombina-
tion: Electrons and holes approaching one another
can capture and recombine to lead to the formation
of either singlet or triplet excitons; during their
lifetimes, excitons can hop among molecules/chains
via energy-transfer processes. (iv) Excitation decay:
When excitons decay radiatively, the generated light
can escape from the device through the transparent
side.

In electrophosphorescent diodes, a phosphorescent
dye is present as a guest in a host matrix and exciton
transfer can take place from the host matrix to the
guest; high efficiencies are reached since both singlet
and triplet excitations generated in the host can
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Jérôme Cornil was born in Charleroi, Belgium, in 1970. He received his
Ph.D. in Chemistry from the University of Mons-Hainaut in 1996 and then
went for a postdoctoral stay at UCSB (with Alan Heeger) and MIT (with
Bob Silbey). He is a Research Associate of the Belgian National Fund
for Scientific Research (FNRS) in Mons. He held a Visiting Scientist position
at the University in Arizona from 2001 to 2003 and is now a Visiting
Principal Research Scientist at the Georgia Institute of Technology. His
main research interests deal with the theoretical characterization of the
electronic and optical properties of organic conjugated materials used in
optoelectronic devices. He is a coauthor of more than 130 publications.

4972 Chemical Reviews, 2004, Vol. 104, No. 11 Brédas et al.



transfer to the guest and contribute to the lumines-
cence signal.8 In conjugated polymer LEDs, in the
absence of phosphorescent dyes, only singlet excitons
generate light.

Organic LEDs have recently entered the market
place as active elements in low-resolution displays
such as those commercialized, for instance, by Pio-
neer in car stereo systems, by Kodak in digital
cameras, or by Philips in electric shavers.9 The
production of high-resolution full-color flexible dis-
plays for television screens is the next target.

Organic materials are also emerging as promising
candidates for the fabrication of transistors, photo-
diodes and solar cells, and (bio)chemical sensors.10-13

Photovoltaic devices have an overall architecture
similar to that of LEDs; the active organic layers are
generally made of two components and sandwiched
between two electrodes of a different or the same
nature. However, the mode of operation is opposite
to that of LEDs, as illustrated on the bottom of Figure
1. The main steps are as follows. (i) Light absorp-
tion: Light is absorbed in the organic layers and
generates singlet excitons; for solar cells, absorption
should match the solar spectrum as closely as pos-
sible. (ii) Energy-transfer and exciton dissociation:
Excitons have to migrate toward the interfacial
region between the organic components; there, they
can dissociate, that is, charge separate, as a result
of an electron-transfer (ET) process between the
donor component and the acceptor component;12 the
efficiency of the charge separation process very much
depends on the supramolecular organization at the
heterojunction. (iii) Charge transport: The charges
that remain separated (and hence do not recombine
after exciton dissociation) drift in the organic layers
under the influence of the electric field generated by
the equalization of the Fermi energy levels of the two
electrodes. (iv) Charge collection: The charges have
to ultimately be collected at the electrodes.

In organic field effect transistors, the key steps are
as follows: (i) formation of a conducting channel
within the organic semiconductor due to the applica-
tion of a gate voltage; upon application of a drain
voltage, (ii) charge injection from the source electrode
into the organic semiconductor, or (ii) charge trans-
port across the organic layer; and (iii) charge collec-
tion at the drain electrode. Charge injection and
collection processes actually correspond to redox

reactions, that is, ET reactions. Biochemical or
chemical sensors based on π-conjugated polymers
usually rely on optical absorption, followed by fast
energy transfer and charge separation at the quench-
ing (sensing) site.13

This brief description of organic (opto-)electronic
devices highlights the importance of ET and energy-
transfer processes into or within the π-conjugated
materials. Thus, the design of new materials with
optimal performance requires a fundamental under-
standing of these processes.

It is useful to point out that both ET and energy-
transfer processes are driven by similar electron-
electron and electron-vibration interactions. As a
result, they can be described by similar mathematical
formalisms, a fact especially clear in the case of weak
electronic interactions. Both processes can be viewed
as special cases of the nonradiative decay of an
electronic state. In the framework of perturbation
theory,14,15 the probability for a transition from a
discrete initial state ψi (corresponding to the reac-
tants) to a discrete final state ψf (corresponding to
the products of the reaction) writes under application
of a perturbation V to first order:

where t denotes time, pωfi is the transition energy
between the electronic states i and f, and 〈 ψi |V| ψf 〉
is the corresponding electronic coupling matrix ele-
ment. To account for a continuous distribution of final
(vibrationally coupled) electronic states, eq 1 can be
recast by introducing the density of final states, F-
(Ef), and summing over all probability densities.
Assuming that the function | 〈 ψi |V| ψf 〉 |2F(Ef) varies
slowly with energy, the transition probability per unit
time (or transition rate) adopts, in the long-time
limit, the simple and widely exploited Fermi’s Golden
Rule form:

In both electron- and energy-transfer cases, the
transition mechanism involves vibrational motions
driving the reaction coordinates from reactants to
products. The expression for the rate obtained within
the Franck-Condon approximation factorizes into an
electronic and a vibrational contribution as:

Here, Vif ) 〈 ψi |V| ψf 〉 is the electronic coupling
matrix element and FCWD denotes the Franck-
Condon-weighted density of states. In the high-
temperature regime, i.e., when assuming that all
vibrational modes are classical (pωi , kBT), the
FCWD obeys a standard Arrhenius type equation:

Figure 1. Illustration of the various processes governing
the operation of (top) organic LEDS and (bottom) solar cells
(adapted from an original sketch by N. R. Armstrong).

Pif ) 1
p2

| 〈 ψi |V| ψf 〉 |2 [sin(ωfit/2)
ωfi/2 ]2

(1)

kif ) 2π
p

| 〈 ψi |V| ψf 〉 |2F(Ef) (2)

kif ) 2π
p

|Vif|2 (FCWD) (3)

FCWD ) x 1
4πkBTλ

exp[-(∆G0 + λ)2/4λkBT]

(4)

π-Conjugated Oligomers and Polymers Chemical Reviews, 2004, Vol. 104, No. 11 4973



and the rate takes its semiclassical Marcus theory
expression:16

where λ denotes the reorganization energy induced
by the electron or the energy transfer and ∆G0 is the
variation of the Gibbs free energy during the reaction.
When the reorganization energy λ is cast into con-
tributions of both classical modes for the surrounding
medium [(λ0); pωh , kBT] and intramolecular high-
frequency vibrational modes [(λi); pωi . kBT], the rate
kif becomes in the context of the Bixon and Jortner
model (for details, see the review in ref 15):

Here, a single effective quantum mode ωi is assumed
to contribute to λi. The Huang-Rhys factor, Si ) λi/
pωi, is a measure of the electron-vibrational coupling
interaction. The main effect of high-frequency modes
is to renormalize the electronic coupling parameter
rather than to contribute to the temperature depen-
dence (except at high temperatures). This discussion
underlines that to achieve a complete understanding
of the electron- or energy-transfer properties, a
detailed knowledge of the vibrational modes coupled
to the transfer process and of the electron-vibration
constants is required.

In this contribution, our main goal is to review
some recent work that addresses at the molecular
level the nature of the main parameters that govern
electron- and energy-transfer processes in π-conju-
gated oligomers and polymers. This molecular ap-
proach contrasts with many models developed earlier
for organic materials where these processes have
been described on a phenomenological basis and from
a macroscopic perspective, thereby masking the
actual chemical structures of the systems behind
effective parameters.

The structure of this review is as follows: Section
2 deals with reorganization energy and the assess-
ment of electron-vibration constants. In section 3,
we address the electronic couplings and charge
transport in model systems and in a series of π-con-
jugated oligomer materials that form single crystal-
line structures. The following section is devoted to
charge recombination in electroluminescent oligo-
mers and polymers, with an emphasis on the rates
of formation of the lowest singlet and triplet excited
states in para-phenylenevinylene chains. Section 5
covers energy transfer in conjugated polymers and
discusses the rates for intra- vs interchain migration.
Finally, in section 6, we describe some preliminary
work on the photoinduced charge-separation process
in a two-component organic material system.

2. Electron −Vibration Coupling and
Reorganization Energy

As emphasized in the Introduction, the reorganiza-
tion energy is one of the key quantities that control
the rates for electron or energy transfer. From the
rate expression given in eq 6, it is clear that in the
normal regime (i.e., when |∆G°| < λ) the lower the
reorganization energy, the higher the rate. Here, we
have chosen to discuss mainly the reorganization
energy related to electron (charge) transfer, keeping
in mind that it has the same physical meaning in
both types of processes.

The reorganization energy is usually expressed as
the sum of inner and outer contributions. The inner
(intramolecular) reorganization energy arises from
the change in equilibrium geometry of the donor (D)
and acceptor (A) sites consecutive to the gain or loss
of electronic charge upon ET. The outer reorganiza-
tion energy is due to the electronic and nuclear
polarization/relaxation of the surrounding medium.
It is important to note that due to the weakness of
the van der Waals interactions among organic mol-
ecules, the separation of the reorganization energy
into inter- and intramolecular contributions remains
largely valid even in the case of molecular crystals.
We note that in most instances the outer contribution
to the reorganization energy is expected to be of the
same order of magnitude as the inner part (see
section 6); it is also expected to be less sensitive to
the chemical structure of the constituents than the
inner contribution. The formalisms used to estimate
the outer reorganization energy have been mainly
developed to describe ET processes in solution and
apply to isotropic media; thus, it is desirable to
extend these standard models to account for the
anisotropy in the solid state. In this section, we focus
on the intramolecular reorganization energy and its
description in terms of vibrational modes.

To illustrate the physical meaning of the intramo-
lecular reorganization energy, we have represented
in Figure 2 the potential energy surfaces (PES) of the
donor and acceptor involved in an intermolecular ET
reaction of the type D + A+ f D+ + A; in the figure,

kif ) 2π
p

|Vif|2 x 1
4πkBTλ

exp[-(∆G0 + λ)2/4λkBT]

(5)

kif )
2π

p
|Vif|2 x 1

4πλ0kBT
∑
n)0

∞

exp(-Si)
Si

n

n!

exp[-(∆G0 + λ0 + npωi)
2

4λ0kBT ] (6)

Figure 2. Sketch of the PESs (in the monomer coordinate
representation) related to ET, showing the vertical transi-
tions, the NM displacement (∆Q), and the relaxation
energies (λi

(1) and λi
(2)).
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the electronic states D1 [A1] and D2 [A2] correspond
to the neutral and cationic states of the donor
[acceptor], respectively. The ET process can be for-
mally divided into two steps: Step i is the simulta-
neous oxidation of D and reduction of A+ at frozen
reactant geometries (in Figure 2, this step corre-
sponds to a vertical transition from the minimum of
the D1 surface to D2 and a similar A2 to A1
transition), and step ii corresponds to the relaxation
of the product nuclear geometries.

As seen from Figure 2, the overall intramolecular
reorganization energy upon ET consists of two terms:
14-21

Here, E(A1) (A+) and E(A1) (A) are the energies of the
neutral acceptor A at the cation geometry and
optimal ground-state geometry, respectively, and
E(D2) (D) and E(D2) (D+) are, accordingly, the energies
of the radical cation D+ at the neutral geometry and
optimal cation geometry. Equations 7-9 remain valid
in the case of an energy-transfer process; the differ-
ence is only in the nature of the PESs and the
meaning of the D1, D2, A1, and A2 states (λi then
corresponds, for instance, to the Stokes shift param-
eter21).

The vertical transitions involved in Figure 2 and
eqs 7-9 are consequences of the Franck-Condon
principle, which requires that the nuclear configura-
tions of the system immediately before and after ET
coincide. However, it is important to note that in
addition to the Franck-Condon principle, the prin-
ciple of energy conservation should be also satisfied
for ET to occur.14-16 In the case of optically driven
ET, the mismatch between the electronic vertical
transitions (see the lines labeled i in Figure 2) is
balanced by the absorption of light. In the case of
thermal (dark) ET, to satisfy both principles, thermal
fluctuations from the equilibrium nuclear configura-
tions of the reactants are needed prior to ET.16

2.1. Determination of Reorganization Energy from
a Frequency Analysis

The contribution of each vibrational mode to λi can
be obtained by expanding the potential energies of
the neutral and cationic states in a power series of
the normal coordinates (denoted here as Q1 and Q2).
In the harmonic approximation, the relaxation en-
ergy λi writes14-21

Here, the summations run over the vibrational
modes; ∆Qj represents the displacement along nor-
mal mode (NM) j between the equilibrium positions

of the two electronic states of interest; kj and ωj are
the corresponding force constants and vibrational
frequencies; Sj denotes the Huang-Rhys factor.

The numerical procedure to obtain the reorganiza-
tion energy consists of the following steps. First, the
NM coordinates and force constants of the electron
donor and acceptor are determined. The standard
rectilinear NMs Q1(2) are obtained as a linear com-
bination of Cartesian displacements:22

The matrix L1(2) connects the 3n-6 [n is the number
of atoms in the (nonlinear) molecule] normal coordi-
nates with the set of 3n mass-weighted Cartesian
coordinates q1(2); the vectors q1

(0) and q2
(0) correspond

to the stationary points on the adiabatic potential
surfaces of states 1 and 2, respectively. Then, the NM
displacements ∆Q1(2) are obtained by projecting the
displacements ∆q ) q1

(0) - q2
(0) onto the NM vectors.

Finally, substituting the calculated quantities into
eqs 11, 10, and 7 provides the total relaxation energy.

An alternative and widely applied approach to
evaluate the electron-vibration constants is based
on the computation of the first derivatives23-25 of the
energy of the states of interest (for instance, the
ionized or excited states) with respect to the normal
coordinates of a reference configuration. In many
applications (see ref 25 for details), this procedure is
further simplified by applying the concept of orbital
vibronic coupling constants. When attachment or
detachment processes are considered (ground state
of the charged species), the latter approach is in fact
identical to the application of Koopmans’ theorem;26

that is, the derivatives of the energy E(D2) of the
radical cation (or radical anion) are approximated by
the derivatives of the energy of frontier molecular
orbitals (MOs) with respect to the normal coordi-
nates, Q1j, of the ground state (reference configura-
tion). In practice, these quantities are obtained by
numerical derivations, performed by distorting the
geometry of the neutral molecule along each NM
coordinate. We note that when both donor and
acceptor possess an orbitally nondegenerate ground
state, only totally symmetric vibrations contribute to
the relaxation (reorganization) energy.

2.2. Franck −Condon Factor (FCF)
The NMs Q1 and Q2 of the neutral and cationic

states of the donor (acceptor) are in general related
by a transformation consisting of a multidimensional
rotation and a translation:27

J is the Duschinsky matrix describing the mixing of
the normal coordinates of the two states. Therefore,
for the calculations of the Franck-Condon integrals
(FCIs) entering into eq 3, it is necessary to determine
an exact treatment for all four sets of normal
coordinates [Q(A1)j, Q(A2)j, Q(D1)j, and Q(D2)j]. A signifi-
cant simplification can be achieved when the donor
and acceptor are chemically identical, i.e., in the case
of a self-exchange reaction, and when the same force

λi ) λi
(A1) + λi

(D2) (7)

λi
(A1) ) E(A1) (A+) - E(A1) (A) (8)

λi
(D2) ) E(D2) (D) - E(D2) (D+) (9)

λi ) ∑ λj ) ∑ p ωj Sj (10)

λj )
kj

2
∆Qj

2, Sj ) λj /p ωj (11)

Q1(2)j ) ∑
k

L1(2)kj [q1(2)k - q1(2)k
(0)] (12)

Q1 ) JQ2 + ∆Q (13)
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constants can be assumed for the cationic and neutral
PESs (thus neglecting Duschinski mixing). In such
conditions, the energies of the reactants (ER) and
products (EP) can be written

Applying then a transformation to dimer coordinates,

it is possible to show that the symmetric dimer
coordinates do not couple to the ET reaction. As a
consequence, the diabatic (reactant and product)
PES can be described by a single set of normal
coordinates:28

In the dimer coordinate representation, illustrated
in Figure 3, the path for thermal ET can be viewed
as a thermal activation of the system from the
minimum of curve R to the crossing point of the
diabatic curves (R and P) prior to ET, then followed
by a relaxation to the equilibrium geometry config-
uration of the products (minimum of curve P). At the
crossing point, the transition is simultaneously verti-
cal and horizontal, thus meeting the requirements
of both Franck-Condon and energy-conservation
principles.

Both monomer and collective (dimer) coordinate
representations are used in practice to describe the
transfer processes.21 In the monomer coordinate
representation, the 〈 ψi |V| ψf 〉 matrix element writes

Here, VDA () Vif) is the electronic coupling matrix
element and the 〈 Φm(Q) | Φn(Q) 〉 terms are the
monomer FCIs, given by the overlap of the vibra-
tional functions Φm(Q1) and Φn(Q2) of the neutral and
cationic ground electronic states, respectively. On the
basis of Golden Rule considerations (that is, eq 18),
when performing a thermal averaging over the
vibrational manifold of the reactants and summing
up with respect to all vibrational states of the
products, the expression for the rate constant be-
comes (for mathematical details, see refs 21 and 29):

The integral in eq 19 represents the FCF; the fD
(fA) term is related to the emission (absorption)
spectrum or the ionization (attachment) spectrum in
the case of energy transfer or ET, respectively.21 This
expression for the rate constant is widely applied to
describe singlet energy-transfer processes;21,29 see
section 5.

Several methods have been proposed to calculate
the multidimensional FCIs, 〈 Φm(Q) | Φn(Q) 〉.30-34 The
calculations are considerably simplified when Duschin-
sky mixing is neglected, i.e., J ) 1 in eq 13. In this
case, referred to as the parallel mode approxima-
tion,30 the FCF of a multidimensional vibrational
transition, involving p vibrational modes, is obtained
as a simple product of one-dimensional FCIs:35

where Ln
R(x) is a Laguerre polynomial. If only transi-

tions from the vibrational ground state (m ) 0) are
considered, the standard Poisson distribution is
obtained

In the dimer normal coordinate representation, the
matrix element 〈 ψi |V| ψf 〉 is defined by only one set
of FCIs (also given by eq 20); m and n correspond in
such cases to the vibrational levels of the reactant
and product states specified by eq 17. Note that in
the classical limit the FCF given by eq 20 and
averaged by a Boltzmann factor turns into the
Marcus expression, eq 5. Considering both high
frequency and classical contributions to the reorga-
nization energy leads to eq 6.

2.3. Intramolecular Reorganization Energy of
Oligoacene Derivatives

We now describe how we applied the numerical
approaches discussed above to the case of oligoacenes

Figure 3. PESs related to ET, in the dimer coordinate
representation (∆G° ) 0). The energy barrier ∆G# required
to reach the transition state and the reorganization energy
λ are also illustrated.

ER ) ∑
j

kj

2
[QDj

2 + (QAj - ∆Qj)
2] (14)

EP ) ∑
j

kj

2
[(QDj - ∆Qj)

2 + QAj
2] (15)

Q(j ) 1
x2

(QDj ( QAj) (16)

EP(R) ) ∑
j

kj

2
(Q-j ( Q0)

2, Q0 ) ∆Q/x2 (17)

〈 Ψi
D1 Ψm

A2 |V| Ψj
D2 Ψn

A1 〉 )

VDA 〈 Φi
D |ΦJ

D 〉 〈 Φm
A | Φn

A 〉 (18)

k ) 2π
p

VDA
2 ∫ fD(E) fA(E) dE (19)

FCF(m1, n1, m2, n2, ..., mp, np) ) ∏
i)1

p

FCI(mi, ni)
2

(20)

FCI(m, n)2 ) exp{-S}S(n-m) m!
n!

[Lm
(n-m)(S)]2

(21)

FCF(m ) 0, n) ) Sn

n!
e-S (22)
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containing from two to five rings: naphthalene,
anthracene, tetracene, and pentacene.36,37 These oli-
gomers are of high current interest because of their
high charge mobilities in the crystalline state, in
particular tetracene, pentacene, and derivatives.38,39

We note that all calculations including geometry
optimizations and NM analyses were performed at
the density funtional theory (DFT) level with the
hybrid B3LYP functionals using the standard 6-31G**
basis set.

The bond-length modifications upon positive ion-
ization show a consistent trend along the series.
Naphthalene displays the largest geometry relax-
ations, with changes in C-C bond lengths on the
order of 0.03 Å. This value is reduced to ca. 0.02,
0.015, and 0.01 Å in anthracene, tetracene, and
pentacene, respectively. The geometry distortions, as
well as the changes in atomic charge densities
(Mulliken populations), are found to spread over the
entire molecules. The theoretical estimates of the
relaxation energies and total reorganization energies
obtained from the NM analysis are in excellent
agreement with the values computed directly from
the adiabatic PESs; see Table 1. The derived values
are also in good agreement with the results of
previous calculations by Kato and Yamabe and by
Klimkans and Larsson.25,40 Our results indicate that
the main contribution to the relaxation energy comes
from high-energy vibrations. This high-energy con-
tribution is in fact divided over several vibrational
modes with wavenumbers in the range of 1200-1600
cm-1; see Table 2. The contribution to λi from low-
energy vibrations is negligible in anthracene and
tetracene and is very small in the cases of naphtha-
lene and pentacene.

Gas phase UPS was used to estimate the reorga-
nization energy of anthracene, tetracene, and pen-
tacene.36 The experimental results confirm that the
reorganization process in all three systems is domi-
nated by the interaction with rather high-frequency
modes, in agreement with the theoretical results. We
first fitted the experimental spectrum using vibra-
tional progressions that strictly satisfy the linear
vibronic model (eqs 20 and 21). In the fitting proce-
dure, the values of vibrational frequencies and Hua-
ng-Rhys factors associated with a vibrational mode
are optimized in order to minimize the sum of the
squares of the deviations between experimental and
computed spectra (using a conventional Levenberg-
Marquardt algorithm). Lorentzian functions are used
to convolute the transition intensities. We have
performed several fits where we increased the num-
ber of vibrational modes involved and found that at
least three modes were necessary to reproduce ac-
curately the spectral shapes; adding more than three
modes did not significantly improve the fit. The fitted
spectrum obtained in the case of anthracene is
reported in Figure 4. The reorganization energy of
0.174 eV obtained from the fit is somewhat larger
than those reported in Table 1 (0.137 and 0.136 eV).
The main contribution (97%) to this reorganization
energy comes from high-energy vibrations, which lie
in the region expected for C-C stretching modes.37

Similar results are obtained for tetracene and pen-
tacene.

We have also carried out the Franck-Condon
simulation of the shape of the first ionization peak
of anthracene, tetracene, and pentacene using the
DFT/B3LYP estimates of the frequencies and Huang-
Rhys factors obtained from NM calculations. The
simulations were performed for the temperatures of
372, 452, and 507 K at which the UPS data were
collected for anthracene, tetracene, and pentacene,
respectively. The position of the 0-0 transitions was
chosen to match the maximum of the experimental
first ionization peak, corresponding to 7.421 (an-
thracene), 6.939 (tetracene), and 6.589 (pentacene)
eV. A scaling factor, f ) 0.9613, has been applied to
the computed vibrational frequencies, following the
recommendations given for the comparison of B3LYP
and experimental IR frequencies.41 The results of the

Table 1. Theoretical Estimates of the Relaxation
Energies λi (meV) and Total Reorganization Energies
λi

tot (meV) of the Oligoacenes, as Obtained from PESs
and NM Calculations

naphthalene anthracene tetracene pentacene

λi
(1) (PES) 94 68 56 48

λi
(2) (PES) 93 69 57 49

λi
tot (PES) 187 137 113 97

λi
(1) (NM) 98 66 57 51

λi
(2) (NM) 91 70 56 49

λi
tot (NM) 189 136 113 100

Table 2. DFT/B3LYP Estimates of Frequencies, ω
(cm-1), Huang-Rhys Factors, S, and Relaxation
Energies, λi (meV), for the Totally Symmetric
Vibrations of Anthracene in its Neutral and Cation
States

neutral cation

ω (cm-1) S λi (meV) ω (cm-1) S λi (meV)

399 0.001 0 396 0.001 0
641 0.000 0 626 0.000 0
766 0.003 0 766 0.002 0

1038 0.002 0 1057 0.000 0
1194 0.021 3 1207 0.026 4
1301 0.048 8 1291 0.019 3
1443 0.094 17 1426 0.150 27
1530 0.010 2 1545 0.048 9
1607 0.194 39 1611 0.127 25
3171 0.000 0 3195 0.000 0
3180 0.000 0 3206 0.000 0
3205 0.001 0 3228 0.000 0
total 69 total 68

Figure 4. Three-mode fit of the vibrational structure of
the first UPS ionization peak of anthracene.
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simulations are shown in Figure 5. In general, the
positions and shapes of the peaks are very well-
reproduced. For anthracene and tetracene, the in-
tensity of the second peak is slightly underestimated.
Nevertheless, taking into account that the param-
eters have not been adjusted, the overall agreement
between simulated and experimental spectra is ex-
cellent. Some remaining discrepancy could be due to
nonadiabatic interactions, Duschinsky mixing, and
anharmonic effects. The calculations of Duschinsky
matrices (performed with the DUSHIN program

developed by Reimers17) point to the presence of some
mixing among the vibrations in the 1200-1600 cm-1

region; see Table 3. These results suggest that a
simulation based on multidimensional FCFs, com-
puted taking into account the Duschinsky mixing,
might further improve the agreement between theo-
retical and experimental spectra. These results un-
derline the importance of multimode effects to obtain
a detailed understanding of the UPS band shapes in
oligoacenes.

Overall, the intramolecular reorganization energies
in tetracene (0.11 eV) and pentacene (0.10 eV) rank
among the smallest λi values that have been calcu-
lated or measured for molecules. The tetracene and
pentacene values are about three times as small as
in TPD (0.29 eV), which is a hole-transport material
widely used in organic molecular devices. Interest-
ingly, side-chain derivatizations of pentacene in the
form of ethynylsilyl substitutions have been reported
by Anthony and co-workers.42 We have found that
such substitutions actually lead to a significant
increase in the intramolecular reorganization energy,
by about 50%, due to the involvement of the side
chains in the geometry relaxation process upon
ionization. In contrast, Wudl and co-workers have
recently synthesized a tetra-methyl derivative of
pentacene with the goal of improving the process-
ability of the material;43 these authors calculated the
reorganization energy in the same way as described
above and obtained that it remains exactly the same
as in pentacene; the reason is that, in this instance,
the substituents have a saturated nature and do not
couple to the geometry relaxations of the conjugated
backbone.

The origin of the small reorganization energy
values in tetracene and pentacene can be traced back
to a combination of macrocyclic rigidity and full
delocalization of the frontier MOs;37 the highest
occupied molecular orbital (HOMO) wave functions
of anthracene, tetracene, and pentacene are depicted
in Figure 5. Accordingly, other molecules that have
been found to present small intramolecular λi values
are fullerenes, as described by Devos and Lannoo,24

phthalocyanines (Pc),44 or discotic macrocycles.45

We note that the reorganization energy λi is
directly related to such quantities as the polaron
binding energy (Epol ) λi/2) and the dimensionless
electron-phonon parameter λe-ph [λe-ph ) λi N(EF),
where N(EF) is the density of states at the Fermi
level].24,36b The electron-phonon parameter is a key
value in the conventional theory of superconductivity.
Therefore, the results discussed above are especially

Figure 5. DFT/B3LYP simulation (dashed lines) of the
vibrational structure of the UPS first ionization peak of
anthracene, tetracene, and pentacene (solid lines). The
NMs (eight, seven, and 10 modes for anthracene, tetracene,
and pentacene, respectively) of the cation species with the
largest Huang-Rhys factors have been used for the
simulations. A scaling factor of 0.9613 has been applied to
the computed frequencies. The transition intensities were
convoluted with Lorentzian functions with full-width at
half-maximum (fwhm) of 0.046, 0.046, and 0.060 eV for
anthracene, tetracene, and pentacene, respectively. The
HOMO wave functions obtained at the DFT/B3LYP level
are also illustrated for each molecule.

Table 3. Portion of the Ag Block of the Duschinsky Matrix for Pentacene

cation

neutral

ω (cm-1) 1338 1425 1441 1515 1560 1590 3192 3196 3202
1345 -0.967 .196 -0.158 .015 .004 .007
1425 -0.197 -0.222 .945 .117 -0.069 .017
1448 -0.154 -0.920 -0.237 -0.149 -0.142 -0.162
1506 -0.022 .061 .137 -0.953 .181 .188
1569 .022 .088 -0.036 -0.092 -0.905 .403
1590 -0.023 -0.220 -0.073 .216 .351 .880
3166 -0.992 -0.107 .060
3171 .121 -0.940 .318
3175 -0.023 -0.323 -0.945
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relevant in the development of adequate polaron
models to understand superconductivity and charge
transport in organic molecular systems. In Figure 6,
we compare the electron-vibration constants calcu-
lated for electrons and holes in the anthracene,
tetracene, and pentacene series. The constants are
found to be larger for electrons than holes; however,
the difference decreases with chain length and would
vanish in (hypothetical) long acene oligomers (unless
charge localization, i.e., polaron formation, starts
occurring in long oligomers).

3. Electronic Coupling and Charge Transport
The charge transport properties in conjugated

materials critically depend on the packing of the
chains and order in the solid state as well as on the
density of impurities and structural defects. As a
result, the measured mobility values can largely vary
as a function of sample quality.46 Overall, the trans-
port mechanism results from a balance between the
energy gained by electron delocalization in an elec-
tronic band and the energy gained by geometry
relaxation of an individual chain around a charge to
form a polaron; the latter term is often referred to
as the relaxation (binding) energy of the polaron.47

In highly purified molecular single crystals such
as pentacene, transport at low temperature can be
described within a band picture, as shown by Karl
and co-workers.48 As a general rule of thumb, (effec-
tive) bandwidths of at least 0.1 eV are needed to
stabilize a band regime.47 In that case, the positive
or negative charge carriers are fully delocalized and
their mobilities are a function of the width of the
valence or conduction band, respectively, i.e., of the
extent of electronic coupling between oligomer chains.
In pentacene, low-temperature charge carrier mobili-
ties of up to 60 cm2/Vs have been reported.49 When
the temperature increases, the mobilities progres-
sively decrease as a result of scattering processes due
mainly to lattice phonons, as is the case in metallic

conductors; transport can then be described on the
basis of effective bandwidths that are smaller than
the bandwidths obtained for a rigid lattice. At an
elevated temperature, transport operates via a ther-
mally assisted polaron hopping regime where local-
ized charge carriers jump between adjacent chains,
as described, for instance, by Conwell and co-work-
ers.50

The hopping regime generally applies in the pres-
ence of significant static disorder, dynamic fluctua-
tions, and/or impurities. For instance, it is expected
to operate in spin-coated or ink-jet-printed thin films
used in polymer devices or in liquid crystalline
materials.51 At the microscopic level, polaron hopping
can be viewed as a self-exchange ET reaction where
a charge hops from an ionized oligomer to an adjacent
neutral oligomer, as described in the Introduction;
see eqs 5 and 6 with ∆G0 ) 0. In that context, the
carrier mobilities are a direct function of the ET rates
that, as was described above, are determined by two
major parameters: (i) the electronic coupling Vif
between adjacent chains, which needs to be maxi-
mized; in the present context, the electronic coupling
is often assimilated to the transfer integral, t, be-
tween adjacent chains; and (ii) the reorganization
energy λ, which needs to be minimized.

As we described several aspects related to reorga-
nization energy in the previous section, here, we turn
most of our attention to the characteristics of the
electronic coupling between adjacent π-conjugated
chains.

A number of computational techniques, based on
ab initio or semiempirical methodologies, have been
developed to estimate the electronic coupling Vif; they
have recently been reviewed in refs 14, 15, and 52.
A robust approach to compute Vif is to describe the
diabatic states of the reactants and products by
means of a Slater determinant and to compute their
splitting at the transition state;53 this approach has
been applied by He and co-workers to benzene and
biphenyl dimers using concerted linear reaction
coordinates to define the geometry of the transition
state.53 Another approach is to use Koopmans’ theo-
rem and to estimate (in the context of a one-electron
picture) the transfer integrals (t) for holes (electrons)
as half the splitting of the HOMO (lowest unoccupied
molecular orbital, LUMO) levels in a system made
of two chains in the neutral state. In the case of
benzene and biphenyl dimers, a good quantitative
agreement is observed between the two approaches,
except in the strongly interacting regime (that we
will not be considering here), expected to take place
in the case of small molecules separated by short
intermolecular distances.53 The applicability of Koop-
mans’ theorem was confirmed in a study by Pati
and Karna.54 It is also worth mentioning that the
transfer integrals can be estimated in a yet simpler
approach from the spatial overlap between the two
atomic orbitals in interaction.55,56 All of these con-
siderations explain that many theoretical studies
have made use of Koopmans’ theorem to estimate
electronic couplings.55-61

We note that much care has to be taken when
Koopmans’ theorem is used to estimate the transfer

Figure 6. Evolution of the hole-vibrational coupling (open
circles) and electron-vibrational coupling (open squares)
λe-ph as a function of the inverse number of carbon atoms
in anthracene, tetracene, and pentacene, as calculated at
the DFT/B3LYP level. We also report the values deduced
for holes from experimental gas phase UPS spectra (black
diamonds). The density of states at the Fermi level is set
equal to 2 eV-1 in all cases.
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integrals in asymmetric dimers. In such instances,
part of the electronic splitting can simply arise from
the different local environments experienced by the
two interacting molecules, which create an offset
between their HOMO and LUMO levels. To evaluate
the effective couplings, this offset can be accounted
for by performing calculations using MOs localized
on the individual units as basis set62 or by applying
an electric field to promote the resonance between
the electronic levels, as done by Jortner and co-
workers;59 however, in the case of weakly polar
molecules, these site energy fluctuations are typically
small as compared to the transfer integrals and will
not be considered hereafter.

The electronic splittings reported below have been
calculated within Koopmans’ theorem using the
semiempirical Hartree-Fock INDO (intermediate
neglect of differential overlap) method; interestingly,
the INDO method typically provides transfer inte-
grals of the same order of magnitude as those
obtained with DFT-based approaches.45,63 It is of
interest to note that when building (infinite) one-
dimensional stacks of chains, the widths of the
corresponding valence and conduction bands are
usually found to be (nearly) equal to four times their
respective t integrals; this indicates that in most
instances the tight-binding approximation is rel-
evant. Below, we first discuss transfer integrals in
model systems before dealing with crystalline struc-
tures.

3.1. Model Systems
A first insight into what impacts intermolecular/

interchain transfer integrals can be obtained by
taking the simple case of a system made of two
polyene chains exactly superimposed on top of one
another, that is, in a cofacial configuration.51 Figure
7a illustrates the evolution of the electronic splitting
associated to the HOMO and LUMO levels as a
function of the number of double bonds along the
conjugated backbone. It is observed that (i) the
HOMO splitting is systematically larger than the
LUMO splitting and (ii) the HOMO splitting de-
creases with chain length while the LUMO splitting
displays the opposite behavior.

These observations can be rationalized by first
looking at the nature of the frontier electronic levels
for two ethylene molecules in a cofacial configuration;
see Figure 7b. In the isolated ethylene molecule, the
HOMO level displays a fully bonding pattern where
the lobes of the same sign of the two π-atomic orbitals
overlap, while the LUMO level corresponds to the
antibonding situation where lobes of opposite sign
overlap (thereby introducing a node in the electronic
wave function in the middle of the bond). When the
two molecules interact, the HOMO and LUMO each
split into two levels. The magnitude of the HOMO
splitting is very large, 0.54 eV for an intermolecular
distance of 4 Å; the reason is that the interaction
between the two molecules gives rise to interchain
overlaps that are fully constructive/bonding for the
lower level and destructive/antibonding for the upper
level; see Figure 7b. The splitting is much smaller
for the LUMO level (0.15 eV) since the antibonding

character associated to the LUMO level of the
isolated molecule yields a mixing of bonding and
antibonding interchain overlaps: there occur “direct”
bonding interactions (by direct interactions, we mean
those between π-atomic orbitals that are exactly
superimposed) that are compensated by “diagonal”
antibonding interactions in the lower level; in the
upper level, “direct” antibonding interactions are
compensated by “diagonal” bonding interactions.
Thus, the presence of a node in the LUMO wave
function is responsible for the smaller electronic
splitting. Observation (i) is then understood on the
basis that in polyene chains the LUMO wave function
always has one extra node with respect to the HOMO
wave function. This conclusion actually holds true for
conjugated systems with a similar distribution of
electronic density in the HOMO and LUMO levels
(electron-hole symmetry); this is the case, for in-
stance, in oligothiophenes, oligophenylenes, oli-
goarylene vinylenes, and their derivatives.

Observation (ii) can be explained by realizing that
in going from ethylene to butadiene, the HOMO
(LUMO) level of the isolated butadiene molecule
acquires some antibonding (bonding) character; in a

Figure 7. (a) INDO evolution of the HOMO and LUMO
splittings in cofacial systems made of two polyene chains
separated by 4 Å as a function of the number of double
bonds along the conjugated path. (b) Illustration of the
bonding vs antibonding intermolecular interactions be-
tween the HOMO [LUMO] levels of two ethylene molecules
in a cofacial configuration.
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cofacially interacting system, this leads to the ap-
pearance of “diagonal” antibonding (bonding) interac-
tions that contribute to decrease (increase) the HOMO
(LUMO) splitting. The HOMO and LUMO splittings
converge toward the same value for long chains since
the impact of a single node difference between the
HOMO and the LUMO levels attenuates with in-
creasing chain length.

Three important characteristics can be underlined
from this simple analysis of perfectly cofacial con-
figurations.51 (i) By their very nature, cofacial con-
figurations provide the largest electronic interactions
(coupling) between adjacent chains. (ii) As a qualita-
tive rule, the lower the number of nodes in the wave
function of the frontier level of an isolated chain, the
larger the splitting of that level upon cofacial interac-
tion. (iii) In cofacial stacks of oligomers, the valence
bandwidth is expected to be larger for small oligo-
mers and the conduction bandwidth is expected to
be larger for long oligomers; however, for any oligo-
mer length, the valence bandwidth remains larger
than the conduction bandwidth. The latter point is
the basic reason that it has generally been considered
that organic materials should display higher hole
mobilities than electron mobilities.

However, perfectly cofacial configurations are hardly
encountered in actual crystalline structures. As soon
as we move away from such ideal structures, the
situation becomes much more complex.51 As an
example, we have examined the influence of the
relative positions of two interacting oligomers by
translating one of them along its long molecular axis.
Figure 8 displays the evolution of the absolute values
for the HOMO and LUMO electronic splittings in two
interacting sexithienyl (6T) chains where the top
oligomer is translated along its main chain axis while
keeping the molecular planes parallel to one another.

Figure 8 illustrates the appearance of strong oscil-
lations in the 2t (splitting) values, with a periodicity
that is about twice as small for the HOMO splitting
as for the LUMO splitting; it also confirms that the
largest electronic splittings are calculated for the
fully cofacial configurations. The important conse-

quence of the difference in oscillation periods for the
HOMO and the LUMO is that small translations can
lead to situations where the electronic splitting
becomes larger for the LUMO than for the HOMO.
For instance, for a displacement of about 1.5 Å along
the long chain axis, the reversal in the relative
amplitude of the splittings is very significant: we
calculate a LUMO splitting about six times as large
as the HOMO splitting (0.12 vs 0.02 eV). In such
instances, because the conduction bandwidths in
oligomer stacks are larger than the valence band-
widths, electrons can be expected to be intrinsically
more mobile than holes (provided the reorganization
energies in both cases are similar). Thus, this result
contrasts with the conventional wisdom expressed
earlier that in crystals or crystalline thin films of
π-conjugated chains, hole mobility should always be
larger than electron mobility.

The calculated evolutions can once again be ratio-
nalized from the shape of the HOMO and LUMO
orbitals found in the isolated 6T molecule. In the
HOMO level, the distribution of the positive and
negative LCAO (linear combination of atomic orbit-
als) coefficients shows a change in the sign of the
wave function every half monomer unit; see Figure
9. This pattern thus leads to maxima in the calcu-
lated electronic splittings for degrees of translation
corresponding to multiples of half the monomer unit
size. In contrast, the minima are calculated for
geometries where the double bonds of one oligomer
are superimposed over the center of the thiophene
rings or the inter-ring bonds of the other chain; in
such configurations, the global overlap (and hence the
HOMO splitting) is considerably reduced by the
compensation of bonding and antibonding interac-
tions between the double bonds of one chain and the
two adjacent double bonds of the other chain. In the
LUMO level, there is no change in the sign of the
LCAO coefficients along the translation axis. This
pattern systematically leads to dominant bonding
(antibonding) overlaps in the LUMO (LUMO + 1)
level of the interacting system and, hence, to signifi-
cant electronic splittings; this explains why the
minima do not reach values as low as in the HOMO
evolution. Maxima (minima) are observed when the
thiophene rings of one chain overlap the thiophene

Figure 8. INDO evolution of the absolute value of the
electronic splitting for the HOMO (filled diamonds) and
LUMO (open squares) in a system formed by two 6T chains
in a parallel displaced configuration, as a function of the
degree of translation of the upper chain. Note that the lotal
length of a 6T molecule is about 22 Å.

Figure 9. Illustration of the LCAO bonding-antibonding
pattern of the HOMO (bottom) and LUMO (top) levels in
the 6T molecule. The color and size of the circles are
representative of the sign and amplitude of the LCAO
coefficients, respectively.
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rings (the inter-ring bonds) of the second chain; the
oscillation period of the curve is thus twice as large
as that calculated for the HOMO splitting. Note that
the overall decrease in the HOMO and LUMO
splittings for increasing translational shifts simply
results from the progressive reduction in the overall
extent of spatial overlap between the two oligomers.

The configuration where one oligomer is rotated by
180° along the long-chain axis is also of interest. In
this case, the molecular planes are still fully parallel
but superimposed rings point in opposite directions
(“anti-cofacial” configuration). Taking an interchain
distance of 4 Å, the rotated geometry displays cal-
culated splittings of 0.08 and 0.14 eV for the HOMO
and LUMO levels, respectively, to be compared with
0.24 and 0.19 eV for the cofacial geometry. The
LUMO splitting has a similar order of magnitude in
the two configurations due to the fact that the
interactions between the â-carbon atoms in the
cofacial configuration are compensated by the inter-
actions between the sulfur atoms and the C-C single
bonds in the rotated geometry. In contrast, the
absence of electronic density on the sulfur atoms in
the HOMO level prevents a similar compensation
from occurring and leads to a significant reduction
in HOMO splitting when going from cofacial to
rotated geometry. Thus, this points to another type
of configuration for which stacks could present larger
conduction bandwidths than valence bandwidths.

This discussion illustrates that the amplitudes of
the transfer integrals depend on both the relative
positions of the interacting molecules/oligomers and
the shape (bonding-antibonding pattern) of their
frontier MOs. Thus, the transfer integral amplitudes
can hardly be predicted from a simple examination
of molecular packing; this underlines the useful role
that quantum chemistry can play by providing a
molecular-scale understanding of the charge-trans-
port parameters in conjugated systems. We can
further illustrate this point by considering an ex-
ample related to discotic liquid crystalline molecules.
Following the pioneering work of Ringsdorf, Haarer,
and co-workers,64 discotic liquid crystals, such as
those based on triphenylenes and derivatives, cur-
rently emerge as promising materials for use in
organic electronic devices; they can display high
carrier mobilities due to their spontaneous organiza-
tion into one-dimensional columns and their self-
healing properties.

Figure 10 describes the HOMO and LUMO split-
tings for two triphenylene molecules separated by 3.5
Å in a cofacial geometry and their evolutions when
rotating one molecule around the stacking axis. The
splittings are maximized in the eclipsed (cofacial)
conformations and reach vanishingly small values for
angles of 60, 180, and 300°, which (as a consequence
of the D3h symmetry of the triphenylene molecule)
result in the lowest degree of interaction between the
wave functions of the two disks.45,65 Along discotic
columns (stacks), there often occur significant devia-
tions from cofacial geometries, namely, in order to
minimize the steric interactions among the lateral
chains introduced to promote the liquid crystalline
character. Thus, such deviations can be highly det-

rimental for charge mobilities, especially if the
molecules are locked in conformations that cor-
respond to the lowest splittings. At first sight, the
oscillatory evolution of the transfer integrals calcu-
lated for triphenylene and derivatives could be at-
tributed to the presence of voids between the external
rings of the conjugated cores. However, this inter-
pretation is inconsistent with the fact that the same
kind of oscillations is obtained for hexabenzocoronene
(HBC), which presents a filled disc-shaped core; see
Figure 1066; in this case, minima are calculated at
multiples of 60° rotations due to the D6h symmetry
of HBC. These results again illustrate that the ampli-
tude of the transfer integrals is governed not only
by the shape of the molecules but also by the shape
of the wave functions of the frontier electronic levels.
We note that quantum-chemical calculations have
been used to design, prior to synthesis, new discotic
mesogens whose transport properties are affected by
such rotations to a much lesser extent. This is the
case, for instance, for hexaazatriisothianaphthenes67

and triphenylene derivatives incorporating nitrogen
atoms in the external rings.45,65

3.2. Crystalline Structures
We now turn to a discussion of a series of conju-

gated materials of interest for their use in organic
field-effect transistors, 6T, bisdithienothiophene (BDT),
and oligoacenes, and describe their interchain trans-
fer integrals on the basis of their actual crystal
packing. The single crystals of 6T in both the low-
temperature68 and the high-temperature69 phases
and of oligoacenes70-73 are characterized by a layered
structure; within these layers, the molecules pack in
a herringbone fashion. At first sight, such a molecular
arrangement would be expected to lead to only weak
overlap between the electronic wave functions of

Figure 10. Evolution of the INDO-calculated electronic
splittings of the HOMO (filled symbols) and LUMO (open
symbols) levels in systems formed by two triphenylene (top)
and HBC (bottom) molecules separated by 3.5 Å, as a
function of the rotational angle between the two molecules.
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adjacent chains since their molecular planes tend to
being nearly perpendicular to one another. In con-
trast, the crystal structure of BDT74 displays a strong
orbital overlap for molecules stacked along the b-axis
(see Figure 11); this is expected to impact the
transport properties and bring significant differences
with respect to 6T and oligoacenes.

Note that there are two different molecules (labeled
1 and 2 in Figure 11) within the layers of the
pentacene single crystals considered here, as reported
in ref 72. These two molecules have slightly different
geometries; as a result, there exists a difference in
the energy of the HOMO and LUMO levels of the
inequivalent molecules. This difference has to be
accounted for when determining the valence and
conduction bandwidths in the crystals.75 For two
interacting chains, the effective transfer integrals
(that are lower than the apparent values) can be
determined in the framework of a tight-binding
formalism as:

where t ′ and t are the effective and apparent inter-

chain transfer integrals, respectively, and E1 - E2
denotes the energy offset between the HOMO or the
LUMO levels of the two chains.

In the oligoacene and 6T crystal structures, the
transfer integrals between molecules in adjacent
layers (i.e., for example, along the c-axis in penta-
cene) are negligible. As a result, charge transport is
expected to take place predominantly within the
layers, which is in agreement with experiment.76,77

This implies that the achievement of high carrier
mobilities in field-effect transistors requires a proper
orientation of the layers within the semiconductor
channel. In the oligoacene and 6T single crystals,
significant electronic splittings arise along the axis
connecting cofacially displaced molecules (i.e., the
a-axis in the pentacene crystal; see Figure 11) and
the diagonal axes d along the herringbone (illustrated
in the case of BDT in Figure 11).

We first discuss the 6T crystal and consider one-
dimensional clusters formed by 6T chains stacked
along either the a- or the d-axis and built from the
low-temperature crystalline phase. Figure 12 shows
the evolution of the bandwidth formed by the inter-
acting HOMO and LUMO levels, as a function of cos-
(π/N + 1), with N being the number of chains in the
stacks. The results show that (i) despite the her-
ringbone arrangement, the splittings are significant
along the d-axes. (ii) The electronic splittings satu-
rate rapidly with cluster size. (iii) There appears to
be a very good linear relationship between the
splittings and cos(π/N + 1), as would be expected in
the framework of tight-binding models including only
nearest-neighbor interactions. Thus, the valence and
conduction bandwitdhs of 6T infinite one-dimensional
stacks can be simply obtained as twice the HOMO
and LUMO splittings calculated for two interacting
chains. (iv) The splitting of the LUMO level is
systematically larger than that calculated for the
HOMO level, in contrast to the situation found for
perfectly cofacial configurations. This behavior can
be rationalized from the shapes of the HOMO and
LUMO wave functions and the relative orientations
of the interacting units.51 Thus, in a band regime or
in the presence of similar reorganization energy
effects, electrons can be expected to be intrinsically
more mobile than holes in the 6T single crystal.

Figure 11. Illustration of the crystal packing of pentacene
(top) and BDT (bottom). We display here the layout of the
molecules within one layer. Labels 1 and 2 refer to the
inequivalent molecules in the unit cell of pentacene.

Figure 12. Evolution of the INDO bandwidths formed by
the HOMO (open symbols) and LUMO (filled symbols)
levels of 6T molecules stacked along the a-axis (solid lines)
and the diagonal axis d (dashed lines), as a function of cos-
(π/N + 1), with N the number of molecules in the clusters.

2t ′ ) x4t2 - (E1 - E2)
2 (23)
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However, mobility measurements on 6T thin films
and crystals reveal a predominant hole transport;
this is attributed to extrinsic effects, related in
particular to oxygen/water contamination (with oxy-
gen/water acting as electron traps).76

Taking account of the layered structure, a total
width of 240 meV is calculated for the valence band
in the low-temperature phase, to be compared with
a 50-100 meV value deduced from mobility mea-
surements.78 The total valence bandwidth in the
high-temperature phase of the 6T crystal is calcu-
lated to be larger (328 meV) than in the low-
temperature phase, thereby illustrating the subtle
interplay between chain packing and interchain
transfer integrals. Band-structure calculations based
on the extended Hückel formalism by Haddon and
co-workers give a value of 420 meV for 6T in the high-
temperature phase79 while values of 0.17 and 0.45
eV are obtained for 4T in the low and high temper-
ature phases, respectively;80 similarly, large band
dispersions (on the order of 0.5 eV) have been
obtained at the DFT level for substituted oligoth-
iophenes81 as well as for oligophenylenes.82

In the case of the oligoacene single crystals, the
evaluation of the three-dimensional band structures
based on the INDO-calculated splittings between
adjacent chains leads to very significant bandwidths
for both the valence and the conduction bands; see
Table 4.75 The results indicate the following: (i) The
electronic splittings are very similar for electrons and
holes, in contrast to the situation in crystalline 6T.
(ii) Both the HOMO and the LUMO splittings in-
crease with molecular size, in contrast to the evolu-
tion found in cofacial geometries (vide supra). (iii) The
bandwidths are very significant and range from 300
meV in naphthalene to 700 meV in pentacene. This
compares very well with the bandwidths obtained at
the DFT level for pentacene;83a in contrast, the
bandwidths obtained with the extended Hückel for-
malism are 2-3 times smaller.83b

These results are consistent with the achievement
of a band regime at low temperature in perfectly
ordered and purified oligoacene crystals. Importantly,
in pentacene, there occurs an interesting combination
of large bandwidths with small reorganization ener-
gies, as described in the previous section. This
suggests that the band regime could be operative up
to relatively high temperatures; very recent mea-
surements on ultrapurified crystals actually show
hole mobilities at room temperature as large as 35
cm2/Vs.49

It is worth noting that the valence and conduction
bands of the single crystals considered here are
actually made of two subbands of different widths
since the unit cell contains two inequivalent mol-
ecules. The hole (electron) mobility then depends on

the curvature of the top (bottom) of the upper (lower)
band in the valence (conduction) band, or to first
approximation, on the width of these subbands.
While the widths of the total valence and conduction
bands are very similar in the pentacene single crystal
(around 730 meV), the upper occupied and lower
unoccupied subbands are 523 and 183 meV wide,
respectively.75 This suggests that in the band regime,
hole mobility is larger than electron mobility; the
same is expected in the hopping regime, since we
pointed out at the end of the previous section that
the electron-vibration couplings are larger than the
hole-vibration couplings; see Figure 6.

The charge transport properties are markedly
different in the BDT single crystal since the mol-
ecules are packed along the b-axis in nearly cofacial
configurations. Significant electronic splittings are
calculated only along the b-axis and there occur much
larger interchain transfer integrals between the
HOMO levels than between the LUMO levels (172
vs 27 meV). The theoretical splittings follow a cosine
relationship vs N and provide by extrapolation va-
lence and conduction bandwidths of 688 and 108
meV, respectively.51 Charge transport in the BDT
single crystal has thus a one-dimensional character
with holes expected to be much more mobile than
electrons.

To conclude this section, we underline that com-
bining the results of calculations on transfer integrals
(electronic couplings) and on intramolecular reorga-
nization energies (electron- and hole-vibration con-
stants) provides very useful trends regarding the
intrinsic electron and hole mobilities in π-conjugated
materials. However, to be in a position to estimate
carrier mobilities at the molecular level, the role of
the interactions with lattice phonons and of the
induced electronic polarization needs to be incorpo-
rated, as shown in a number of recent studies.84

4. Charge Recombination in Electroluminescent
Oligomers and Polymers

From our discussion in the Introduction, it is clear
that the efficiency of organic LEDs depends to a large
extent on the nature of the excited species that are
formed upon recombination of injected positive and
negative charges. These excitations are known to be
a function of both electron-vibration and electron-
electron interactions; they are generally believed to
be excitons with a binding energy in excess of kT.85

Of importance is that singlet and triplet excitons
possess different energies; the singlet-triplet energy
difference, that is the exchange energy, is estimated
to be larger than half an electron-volt for the lowest
excitation in a range of conjugated polymers.86-90

They also display different geometry relaxations;
because of the possibility of exchange between like
spins, triplet wave functions usually display a more
spatially confined character, a feature that is espe-
cially pronounced for low-lying excitations.91 As we
discuss below, the different nature of the singlet and
triplet excitations has a profound impact on the
theoretical upper limit for the quantum yields achiev-
able in LEDs.

Table 4. Total Bandwidth (in meV) of the Valence and
Conduction Bands in the Single Crystal of
Oligoacenes Containing from Two to Five Rings, as
Estimated from the Three-Dimensional Band
Structure Generated at the INDO Level

naphthalene anthracene tetracene pentacene

valence 409.00 509.40 625.50 738.40
conduction 372.30 508.30 502.70 728.00
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The quantum efficiency for EL (photoluminescence,
PL), ηEL (ηPL), is defined as the ratio between the
number of photons coming out of the device and the
number of electrons injected (photons absorbed). In
π-conjugated oligomers and polymers, the ratio ηEL/
ηPL is controlled by the fraction of singlet excitons
generated in the diode (hereafter referred to as η2).
For a long time, this ratio was thought to follow
simple spin multiplicity rules according to which ηEL/
ηPL should not exceed 25% (since the recombination
of an electron-hole pairsboth spin l/2sleads to a
total of four microstates with three triplet states and
one singlet state). However, although the issue
remains somewhat controversial,92 there is now
compelling experimental93-98 and theoretical99-103

evidence that in conjugated polymers, larger ratios
between EL and PL quantum yields can be achieved.
This stresses the possibility of producing highly
efficient polymer LEDs and raises fundamental ques-
tions about the mechanisms determining exciton
formation, which form the topic of this section.

Cao et al. found that upon improving the electron
transport properties of a substituted PPV-based LED
device, the ratio of external quantum efficiencies of
EL with respect to PL can reach a value as high as
50%.93 Values of η2 ranging from 0.35 to 0.45 have
also been reported by Ho et al. in PPV derivatives.94a

Wohlgenannt et al. have measured η2 by using a
photoinduced absorption detected magnetic reso-
nance technique for a large number of π-conjugated
polymers and oligomers; the experimental η2 values
were found to increase with conjugation length rang-
ing from ∼0.25 in monomers to much larger values
in extended π-conjugated systems.95 Similarly, Wil-
son et al. have reported a singlet generation fraction
close to 57% in a platinum-containing conjugated
polymer, while a much smaller value (22%) was
inferred for the corresponding monomer.94b The re-
cent work at Philips is especially important in this
regard and suggests quantum yields on the order of
60% in polymer LEDs based on polyparaphenylene
vinylene or polyspirobifluorenes.98 From these ex-
perimental data, the emerging picture is that η2
follows closely spin statistics in small conjugated
oligomers or molecules104 while the 25% statistical
limit can be significantly overcome in polymers.

Charge recombination between an injected electron
and an injected hole appears to occur as a two-step
process.97 In a first step, the initially fully separated
charges coalesce into loosely bound singlet or triplet
polaron pairs, also referred to as charge-transfer (CT)
excitons. In a second step, these intermediate states
then decay into lower singlet or triplet neutral exciton
states. Two major aspects need to be emphasized. (i)
Because the first step can only obey spin statistics,
when the second step is faster than any other process
affecting the intermediate CT states, spin statistics
is followed. Thus, overcoming spin statistics requires
that the second step be significantly slower for triplet
than for singlet CT states. Then, either of two things
can happen. Intersystem crossing can switch triplet
pairs into singlet pairs105,106 that could decay down
the singlet exciton manifold, or triplet pairs can have
time to dissociate, and some of the freed charges can

later reassociate as singlet pairs. (ii) Baessler and
co-workers107 have recently shown, via thermolumi-
nescence measurements on phenylene-based materi-
als, that the singlet-triplet splitting among the CT
states (polaron pairs) is merely on the order of 3-6
meV (depending on polymer morphology); thus, the
possibility exists for intersystem crossing or possibly
dissociation of the CT states.

If we denote by σS and σT the cross-sections for
formation of neutral singlet and triplet exciton states,
the expression for η2 can be written as:

where σS/T ) σS/σT. For σS ) σT, we get η2 ) 25%, the
statistical limit; η2 becomes 50% for σS ) 3σT; for σT
) 0, η2 ) 100%.

Bittner and co-workers have developed a method-
ology based on the particle-hole picture of solid state
physics that allows the simulation of the dissipative
dynamics of an extended one-dimensional polymer
system coupled to a phonon bath.100,101 When apply-
ing this formalism to a quantum molecular dynamics
simulation of the formation of exciton states from
polaron pairs, they found a clear correlation between
the rates for intrachain generation of singlet and
triplet excitons on a single long PPV segment and
the corresponding binding energy: the ratio σS/σT was
calculated to evolve linearly with the singlet to triplet
binding energy ratio.101 This evolution was explained
in terms of spin specific energetics and mutual
vibronic couplings between the excited states on an
isolated polymer chain. Below, it is argued that the
rate-limiting step is the interchain charge recombi-
nation process from the CT states into the manifold
of intrachain singlet and triplet excitons (followed by
faster downhill internal conversion driven by vibronic
couplings). Mazumdar and co-workers also reported
chain length-dependent formation cross-sections for
interchain charge recombination, based on exact
calculations for small polyene chains.102

We now discuss the results of calculations aimed
at exploring the chain length dependence of the
singlet and triplet formation cross-sections in conju-
gated materials.108 It is important to stress that both
the electronic couplings and the energetics of the
charge recombination process were accounted for in
this work by applying a standard Jortner formulation
for the calculation of charge recombination rates.15

Different generation rates are obtained for the singlet
and triplet excitons due to the different nature of
these excited states, which impacts their relative
energies and gives rise to different electronic tun-
neling matrix elements for charge recombination.
Most importantly, the formation rates of singlet over
triplet neutral excitons are found to vary significantly
with chain length.

4.1. Theoretical Aspects
The σS and σT cross-sections can be calculated in

the framework of perturbation theory and the Fermi
Golden Rule, as described in the Introduction. To
compute the electronic coupling Vif, the singlet and
triplet excited-state wave functions were obtained for

η2 ) σS/(σS + 3σT) ) σS/T(σS/T + 3) (24)
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unrelaxed geometries by combining a Pariser-Parr-
Pople (PPP) Hamiltonian to a single configuration
interaction (SCI) scheme. The lowest-lying CT state
is taken as the initial state in the recombination
process; this state is described by a single determi-
nant built by promoting an electron from the HOMO
of one chain to the LUMO of an adjacent chain. This
is reasonable since the electron (hole) can relax from
higher unoccupied (lower occupied) orbitals to the
lowest (highest) one, prior to recombination. To
account for the polarization effects induced by the
medium, the energies of the excitonic and polaronic
species were computed at the AM1(CI) level within
the continuum dielectric approximation through the
use of a COSMO approach.109 We also considered the
Coulomb stabilization Ecb of the initial state in the
recombination process, which in the model corre-
sponds to a pair of opposite charges lying on adjacent
conjugated segments; this stabilization can be esti-
mated on the basis of the charge density distributions
in the positive and negative polarons:

where qi (qj) is the charge on site i (j) in the positively
(negatively) charged molecule, as calculated with a
Mulliken population analysis at the AM1/CI-COSMO
level, and rij is the distance between sites i and j; εs
is the medium static dielectric constant, which is
taken in both eq 25 and the COSMO calculations to
be equal to 4, a typical value for the dielectric
constant of organic conjugated polymers.110,111 The
energy separation between the initial charge-sepa-
rated state and the lowest excited state for the singlet
process then writes

where E(P+), E(P-), E(S0), and E(S1) correspond to
the energies in their relaxed geometries of the
positive and negative polarons and the singlet ground
and excited states, respectively. Note that ∆S is the
driving force, ∆G0, for the charge recombination
reaction into S1; the changes in Gibbs free energy
relative to the processes yielding higher-lying singlet
Sn states or triplet Tn excited states are obtained by
adding to ∆S the Sn - S1 or Tn - S1 energy difference
as provided by the PPP/SCI scheme (for such pro-
cesses, the entropy effects can be neglected).

We considered a two-chain model with two possible
orientations for the conjugated chains; see top of
Figures 13 and 14. While “interchain” electron or hole
hopping between adjacent chains lying in a cofacial
(or, more generally, H-type) arrangement is the most
likely scenario in short chains, migration of the
charges between conjugated segments on the same
chain is also possible in longer (polymer) chains; the
head-to-tail configuration in Figure 14 is intended to
model such an “intrachain” process. The calculations
were performed on phenyl-capped phenylene vinylene
oligomers ranging in size from two to 10 phenylene
rings; hereafter, we only refer to the results obtained

for oligomers containing two rings, OPV2 (the trans-
stilbene molecule) and six rings, OPV6; these are
taken as representatives for “small molecules” and
“polymer chains”, respectively.

4.2. Chain Length Dependence of Singlet and
Triplet Exciton Formation Rates

The spin-dependent recombination process from CT
states to neutral exciton states (the second step
described above) can be depicted as an ET reaction.
Thus, in the context of eq 6, we will discuss consecu-
tively the impact of (i) the electronic couplings
(matrix elements), Vif; (ii) the driving force, ∆G0; and
(iii) the inner and outer reorganization energies, λ.

Ecb ) ∑
i

∑
j

qi qj

εs rij

(25)

∆S ) E(P+) + E(P-) - 2 × E(S0) - E(S1) + Ecb

(26) Figure 13. Charge recombination electronic couplings, Vif,
into singlet and triplet excited states in cofacial dimers of
OPV2 (middle) and OPV6 (bottom) molecules. For the sake
of clarity, Vif values are reported as positive and negative
values for singlets and triplets, respectively. The PPP/SCI
excitation energies from the singlet ground state to the
lowest singlet and triplet excited states are shown on the
abscissa axis. The approximate energetic position of the
lowest charge-separated state, as obtained from AM1/CI/
COSMO calculations, is indicated by the dashed line. The
molecular packing is shown on top.
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4.2.1. Electronic Couplings
The main results are collected in Figures 13 and

14, which show the electronic couplings between the
CT states and the singlet and triplet excitons as a
function of excitation energy, and in Figure 15, which
displays the evolution with chain length of the ratio
between the electronic couplings into S1 and T1.

In the cofacial arrangements, the largest matrix
elements are calculated for the lowest singlet S1 and
triplet T1 excited states, in agreement with previous
works.99,102 This feature can be readily explained on
the basis of the overlap between the wave functions
of the initial and final states. Because the initial CT
state is assumed to be a pure transition from the
HOMO of one chain to the LUMO of the other chain,
optimal overlap is achieved with the final excited
state that involves the largest contributions from
these frontier orbitals, i.e., the lowest-lying singlet
and triplet states. Note that the system in the cofacial
arrangement possesses C2h symmetry; only Bu sym-
metry excited states are then allowed to couple
electronically to the Bu symmetry CT state.

The situation is somewhat different for the head-
to-tail configurations, where a number of different
singlet and triplet excited states show significant
electronic couplings to the CT state; this is partly due
to the reduced symmetry of the head-to-tail arrange-
ment. Here, chain-end contributions to the wave
functions play a major role. A clear correlation can
be found between the magnitude of the interchain
matrix elements and the shape of the excited-state
wave functions, with more delocalized excited states
leading to larger couplings.

While in cofacial aggregates the ratio between the
matrix elements for charge recombination to yield S1
vs T1 is hardly chain length-dependent, the corre-
sponding ratio shows a marked increase in the case
of head-to-tail arrangements. This comes from the
different nature of the lowest singlet and triplet
excited states, the latter being more localized around
the central part of the chain.91 As expected, the
differences in the spatial confinements of the S1 and
T1 wave functions are amplified in the head-to-tail
configurations for which contributions at the edges
of the conjugated segments are the most relevant.

It is useful to recall that electronic excitations in
phenylene-based materials can be classified into
three categories, depending on the nature of the
involved MOs:112,113 dd* excitations, built by promot-
ing an electron from an occupied delocalized MO to
an empty delocalized MO; ll* excitations, involving
only orbitals that are localized on the phenylene
rings; and dl*/ld* excitations, which correspond to
transitions from occupied delocalized orbitals to
unoccupied localized orbitals and vice versa.

Figure 13 indicates that in cofacial aggregates
there is a series of excited states, lying about 4.0-
5.0 eV above the ground state, with recombination
matrix elements on the order 10-30 cm-1; in this
spectral range, singlet and triplet excited states show
similar electronic couplings, although slightly larger
for the triplets. These high-lying excited states are
assigned mainly to mixed dl*/ld* and, to a lesser
extent, ll* type excitations. Because of their reduced
electron-hole overlap, the singlet and triplet dl*/ld*
excited states are almost degenerate, display similar

Figure 14. Charge recombination electronic couplings, Vif,
into singlet and triplet excited states in head-to-tail dimers
of OPV2 (middle) and OPV6 (bottom) molecules. Note the
change in scale for the couplings (by a factor of 15) between
OPV2 and OPV6. The molecular packing is shown on top.

Figure 15. Evolution with chain length of the ratio
between the exciton formation electronic couplings, Vif, into
the lowest singlet and triplet excited states, in cofacial
(solid line) and head-to-tail (dashed line) configurations.
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wave functions, and hence lead to nearly equal
charge recombination cross-sections. As described
below, these states could play an important role in
the exciton formation mechanism in small molecules.
In head-to-tail configurations, Figure 14, the situa-
tion is more complex; higher-lying dd* excitations
acquire significant coupling with the CT state as a
result of the lower symmetry of the dimers and close
contacts between the edges of the conjugated seg-
ments. It should be noted that the magnitude of the
electronic couplings drops much more quickly with
chain length in head-to-tail vs cofacial dimers, a
feature that has also been underlined in the case of
excitonic energy-transfer processes.114

4.2.2. Driving Force
Figure 16 provides a schematic energy diagram

with the relevant electronic states for the OPV2 and
OPV6 model systems (assuming a distance between
the molecular planes of 4 Å in a cofacial dimer). For
both chains, the lowest intrachain singlet excited
state lies below the charge-separated state, which is
consistent with the view that primary photoexcita-
tions in PPV are on-chain excitations and not polaron
pairs.115,116 The most important result is that the
energy gap ∆S between S1 and 1CT decreases signifi-
cantly when going from OPV2 (∆S ∼0.9 eV) to OPV6
(∆S ∼0.4 eV).

4.2.3. Reorganization Energy
The inner part, λi, corresponds to the energy

required to switch from the geometry of two op-
positely charged polarons (forming the CT state) to
the equilibrium geometry of the target excited state
on one chain and the ground-state geometry on the
other chain. Because of the close similitude of the
geometric distortions induced by charge injection or
neutral excitation in a conjugated chain (at least for
the lowest singlet excited state),117 we expect this
contribution to be on the order of the polaron relax-
ation energy. We have therefore chosen a λi value of
0.15 eV, which together with an effective frequency
mode of 0.15 eV leads to a Huang-Rhys factor S )
1. Because of the low dielectric constant of organics
and the short separation between the positive and
the negative charges in the CT state, the solvent
contribution to the relaxation energy ought also to

be small, on the order of that found in weakly polar
solvents, typically a few tenths of an electron-volt.

The different approximations that we were forced
to take do not allow quantitative predictions of the
exciton formation rates. However, we have made sure
that the choice of molecular parameters used in the
simulations does not affect the overall picture, by
applying eq 6 to a range of λs and ∆S values. The
resulting ratios between singlet and triplet exciton
generation rates, r ) kS/kT (where k corresponds to
the sum over all pathways in a given manifold), are
reported as two-dimensional grids in Figures 17 and
18. As expected, the absolute values of the rates are
very sensitive to the relative magnitude of the driving
force with respect to the reorganization energy, which
according to a classical view fixes the height of the
barrier for the recombination reaction. However, the
important results are the following: (i) For most of
the {λs, ∆S} space explored, the kS/kT ratio is smaller
or close to one in OPV2 while it is much higher in
OPV6 (especially in the cofacial configuration). (ii)

Figure 16. Schematic energy diagram showing the posi-
tion of the lowest on-chain singlet, S1, and triplet, T1,
excited states and the lowest charge-separated states,
1CT and 3CT, in a cofacial stack made of two OPV2 and
OPV6 oligomers.

Figure 17. Ratio between the singlet and the triplet
charge recombination rates, r ) kS/kT, as a function of ∆S
and λS, in a cofacial arrangement of two OPV2 (a) and
OPV6 (b) chains.
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Despite the relatively small electronic couplings, the
calculated recombination rates at room temperature
are relatively fast (they somewhat vary as a function
of the actual values chosen for the reorganization
energy and driving force): in OPV2, on the order of
109-1010 s-1 for both singlets and triplets, and in
OPV6, ca. 1010-1011 s-1 for singlets but significantly
smaller, 107-108 s-1, for triplets.

These results can be understood in the following
way. For small molecules in a face-to-face arrange-
ment, the rather large energy separation between the
CT state and the lowest singlet excited state reduces
the efficiency of the direct S1 generation. In this case,
higher-lying singlet Sn states, closer in energy and
electronically coupled to the initial CT state, are
formed with a higher probability; these include the
dl*/ld* excitations. Because these excited states are
only weakly split by exchange interactions, the cor-
responding triplet Tn excited states have comparable
excitation energies, wave functions, electronic cou-
plings, and therefore recombination rates. It follows

that in short oligomers, singlets and triplets form
with comparable probabilities and spin statistics is
pretty much obeyed. In contrast, the S1 pathway is
dominant in long chains due to the reduced S1-1CT
energy gap and the larger tunneling matrix element
associated to that state. Because S1 shows the largest
electronic coupling, the singlet route is favored over
the triplet channel in extended systems; this results
in ratios between singlet and triplet formation rates
largely exceeding one. The situation is more complex
in head-to-tail arrangements where higher-lying dd*
excited states also play a significant role. In all cases,
direct formation of T1 is very unlikely due to the very
large change in Gibbs free energy (on the order of
1.5 eV in OPV6 and larger than 2 eV in OPV2), which
sets this process into the inverted Marcus region.118

While the mechanism proposed above specifically
applies to phenylene-based materials (for which
different types of excitations are encountered), the
results can be generalized to a number of other
conjugated polymers. Indeed, in the simplest one-
dimensional two-band model (such as the one used
to describe the excited states in polyenes),119 the
average electron-hole separation of the on-chain
excitations goes up with increasing energy. Hence,
high-lying excited states are less subject to exchange
interactions, which decay exponentially with dis-
tance. Because it can be reasonably expected that
only these higher-energy states are reached ef-
ficiently in small molecules or oligomers, this will
result in singlet and triplet formation rates of com-
parable magnitudes. In extended π-systems, contri-
butions from the lowest excited state should domi-
nate the mechanism of singlet generation, because
of both large electronic recombination matrix ele-
ments and small energy barriers. This process is
expected to occur at a faster rate than the formation
of any triplet Tn excited state; hence, neutral triplet
excitons should be created at a lower rate than
singlets, opening the way to deviations from spin
statistics.

Using transient spectroscopic techniques, Wohlge-
nannt et al. have measured the formation cross-
section ratio of singlet and triplet excitons in a
variety of π-conjugated materials.96 They found a
universal relationship between the low-energy po-
laron absorption and the chain length in oligomers
and, on that basis, showed that the larger the
conjugation length, the higher the singlet population.
Their experimental data also indicate that the for-
mation cross-section ratio increases in the following
sequence: 6T (sexithiophene) < PPE (polyparaphe-
nyleneethynylene) < PPV < RRaP3HT (regio-random
polyhexylthiophene) < mLPPP (ladder type polypar-
aphenylene) < RR-P3HT (regioregular polyhexylth-
iophene). This trend might be due to material-
dependent ∆S values (i.e., the energy separation
between S1 and the lowest CT or polaron pair state),
rather than changes in the singlet exciton binding
energy (i.e., the energy difference between S1 and the
single particle continuum). ∆S is very sensitive not
only to the chemical structure of the individual
conjugated chains but also to the way the chains pack
in the solid state, with the lowest values found in the

Figure 18. Ratio between the singlet and the triplet
charge recombination rates, r ) kS/kT, as a function of ∆S
and λS, in a head-to-tail arrangement of two OPV2 (a) and
OPV6 (b) chains.
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most highly ordered materials. The largest ratios
between singlet and triplet yields measured for RR-
P3HT and mLPPP suggest that small ∆S values
(these two materials display a high degree of both
intrachain and interchain order) translate into ef-
ficient singlet generation.

In this section, the mechanisms of singlet and
triplet exciton formation in electroluminescent π-con-
jugated materials have been explored. The main
conclusions can be drawn as follows: (i) Deviations
from simple spin statistics (according to which only
one-fourth of excitons are formed as singlets) can
occur if triplet CT excited states (polaron pairs) are
amenable to intersystem crossing or dissociation. (ii)
The electronic couplings between the CT states and
the neutral exciton states are predicted to be largest
for S1 and T1. However, because of the large exchange
energy K (S1 - T1 energy difference), the probability
for direct recombination into T1 is, in all cases, very
small (Marcus inverted regime). (iii) In small mol-
ecules, the CT-S1 energy difference is large. Both
singlet and triplet exciton formations proceed via
higher-lying Sn/Tn states, which display similar elec-
tronic couplings and are therefore characterized by
similar formation rates. These rates are fast, and as
a result, spin statistics is expected to be obeyed. (iv)
In extended conjugated chains, the energy difference
between the CT and the S1 excited states becomes
on the order of the reorganization energy, i.e., a few
tenths of an electron-volt; in a Marcus picture, this
leads to the smallest barriers. As a result, the 1CT
f S1 pathway tends to be even faster than in small
molecules. On the contrary, the 3CT f Tn channels
become much slower, leaving room for intersystem
crossing or dissociation among the 3CT states.

In a simplified picture, these results suggest that
making the energy separation between the CT state
and the lowest singlet exciton state smaller can
increase the relative generation of singlets vs triplets.
It would follow that highly ordered materials (with
short intermolecular contacts and delocalized charges)
should have the largest singlet/triplet ratios. How-
ever, this does not necessarily imply that the highest
quantum yields could be reached. Indeed, by reducing
the energy separation between intrachain and inter-
chain excitations, the relative population of nonemis-
sive polaron pair species should also increase, which
could potentially impact the balance between radia-
tive and nonradiative decay channels. Thus, there is
a need to develop materials where an optimal com-
promise can be achieved between singlet exciton
generation and luminescence efficiency.

5. Energy-Transfer Processes in Conjugated
Materials

Energy transfer is a key process in the operation
of a number of optoelectronic devices based on
conjugated materials. In addition, a striking demon-
stration of ultrafast energy transfer in conjugated
polymers is the discovery by Chen et al. of highly
sensitive biological and chemical sensors based on
reversible fluorescence quenching in a polyanionic
PPV.120 The use of a conjugated polymer was found
to lead to a greater than one million-fold amplifica-

tion of the sensitivity to luminescence quenching,
relative to that of small molecules with similar
structures. Among others, this work and that of
Swager and co-workers13 have raised a considerable
interest in developing a detailed understanding of the
mechanisms for energy migration in conjugated
polymers. One of the main issues concerns the
relative efficiencies of interchain vs intrachain energy-
transfer processes. This problem has been elegantly
tackled by Schwartz and co-workers; these authors
have shown that when alkoxy-substituted PPV is
placed in an environment where interchain interac-
tions are inhibited (through incorporation of single
conjugated chains in the pores of a silica matrix),
exciton diffusion along the chain is slow due to weak
dipole coupling of the excitations along the chain
direction.121

In the present context, intrachain energy migration
means hopping of electronic excitations along a single
polymer chain with a rigid rodlike conformation, thus
in the absence of any chain-chain contact. Depend-
ing on the chemical structure of the conjugated
polymer and on its “history” (sample preparation
parameters, nature of solvent, etc.), various confor-
mations can form such as defect cylinder or defect
coil where π-π interactions can arise from the
collapse of single conjugated chains.122 For instance,
experimental investigations using single-molecule
spectroscopy have suggested the presence of multiple
funnels associated to chain folding in an alkoxy PPV
derivative; these funnels form “a landscape for pseudo
intrachain energy transfer”, which drives the excitons
toward quenching sites.122 When chain-chain con-
tacts do not prevail, deexcitation of single molecules
mainly involves migration of the excitons along the
conjugated chains and radiative decay of the excited
species.

Guest-host systems are also attractive materials
for investigating energy migration processes. Steady-
state PL measurements by List et al. have demon-
strated that in a solid-state blend of ladder type
polyparaphenylene, mLPPP (host), and a molecular
energy acceptor (guest), energy transfer occurs in a
two-step process.123 The first is thermally activated
migration of the exciton within the donor polymer to
a point sufficiently close to the acceptor that reso-
nance energy transfer from the host to the guest can
occur. The latter step is most often described in the
framework of the Förster model.29 This model is
based on the weak coupling limit of radiationless
transition theory, i.e., it is assumed that the energy
transfer process occurs after vibrational relaxation
in the donor excited state; in addition, the electronic
coupling matrix element involved in the expression
of the transfer rate is usually approximated using
the point-dipole model. Recent time-resolved fluo-
rescence data are consistent with dispersive relax-
ation dynamics of the photoexcitations in a polyflu-
orene film via incoherent hopping among localized
states.124

In this section, our goal is first to review some
recent experimental and theoretical work carried out
to assess the relative rates of intrachain vs interchain
exciton migration in luminescent conjugated poly-
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mers.114 The conjugated material investigated is a
covalently linked donor-acceptor system, R,ω-bis(N-
(2,6-diisopropylphenyl)-1,6-bis(4-tert-butylphenoxy)-
3,4-dicarbonic-acidimide-9-perylene-poly-2,8(6,6, 12,-
12-tetraethylhexyl)indenofluorene, hereafter abbre-
viated as PEC-PIFTEH (see the chemical structure
in Figure 19). The molecules consist of red-emitting
perylene monoimide (PEC) derivatives, covalently
grafted at the ends of a blue-emitting derivative of
polyindenofluorene (PIF). In solution, it is expected
that incoherent exciton hopping along the PIF chains
is the main energy migration channel. Because PEC-
PIFTEH is a rigid system, in a good solvent such as
p-xylene, no interactions due to chain folding should
occur between the perylene end caps and the conju-
gated segments, in contrast to what is found in PPV
derivatives.122 Downhill exciton migration along the
polymer chains toward low-energy sites is thus
expected prior to energy transfer.125 It is observed
that intramolecular energy transfer rates in this
polymer are slow as compared to the excited-state
depopulation rate; in contrast, energy transfer is
found to be very efficient in a solid film of the same
material.

The exciton dynamics is interpreted in the frame-
work of a theoretical approach based on an improved
Förster model, wherein the electronic matrix ele-
ments for energy transfer are calculated from a
multicentric atomic representation of the transition
moments, i.e., under the form of atomic transition
densities126-129 and where both uphill and downhill
jumps are treated on the same footing by considering
the detailed donor emission and acceptor absorption
spectra. This approach is briefly described in the next
subsection. We have then successively considered the
case of intramolecular energy transfer, where exciton
transport takes place via hopping along the PIF
chains followed by transfer to the perylene end caps,
and intermolecular energy transfer simulated by
considering two molecules in close contact; in both
cases, the roles of geometric relaxation and local
interactions between the atomic transition densities
are highlighted.

5.1. Methodological Aspects

Because of their different chemical natures and the
large torsion angle between the perylene derivative
and the PIF chain, the two moieties in PEC-PIFTEH

are decoupled as evidenced by the measured optical
absorption spectrum of the polymer (which, to a good
approximation, can be described as the superimposi-
tion of the PIFTEH and PEC absorptions114). We
therefore investigated first the geometric and elec-
tronic structures of the individual units; we then
assembled them to explore intrachain and interchain
energy transfer processes. The ground-state (excited-
state) geometries of a methyl-substituted PIF model
chain and of the perylene derivative were optimized
at the AM1 (AM1/CI) level assuming planar confor-
mations. For the simulation of the intermolecular
energy transfer, a complex formed by a perylene
derivative lying on top of a PIF chain was optimized
at the molecular mechanics level starting from a
number of relative orientations; the intramolecular
geometric parameters were frozen at the AM1 opti-
mized values. A similar procedure was applied to
model interchain migration between two neighbor
indenofluorene segments.

The optimized geometries are then used as input
for excited-state calculations (performed by means of
the INDO/SCI formalism). The output of these calcu-
lations provides the excitation energies and transi-
tion dipole matrix elements from the ground state
to the lowest excited states, as well as the corre-
sponding atomic transition densities. For a transition
from the ground state, ψg, to an excited state, ψe, of
a molecule, the transition density on site m, q(m), is
written (within the zero-differential overlap ap-
proximation adopted here):

and can be related to the g f e transition dipole
moment, µi

gfe, through

where ri(m) denotes the atomic coordinates (i ≡ x, y,
z) of site m and the summation is over all atomic sites
(we recall that ∑m qgfe(m) ) 0 by virtue of orthogo-
nality of the electronic states).

In Förster theory, the electronic coupling that
promotes energy transfer from one molecule to an-
other VDA is usually calculated on the basis of a
point-dipole model. Such an approach, which aver-
ages away the shapes of the donor and acceptor units,
is applicable when the size of the molecules is small
with respect to intermolecular separations. This
condition is, however, hardly fulfilled in polymer
materials, where the calculation of the long-range
(dominant) Coulombic interactions should take into
account the local shape of the wave functions.130

Thus, one has turned to the distributed monopole
method,127-129 as developed for instance in the group
of Markovitsi and Millié and the group of Fleming
and Scholes. In that method, the total electronic
coupling is estimated as the sum over atomic transi-
tion charges, thereby taking into account the spatial
shape of the donor and acceptor via the transition
densities of eq 27. The distributed monopole method

Figure 19. Molecular structure of R,ω-bis(N-(2,6-diiso-
propylphenyl)-1,6-bis(4-tert-butylphen oxy)-3,4-dicarboni-
cacidimide-9-perylene-poly-2,8-(6,6,12,12-tetraethylhexyl)-
indenofluorene, PEC-PIFTEH.

qgfe(m) ) x2Ψe*(m) Ψg(m) (27)

µi
gfe ) ∑

m
qgfe(m) ri(m) (28)
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has been used here to calculate the electronic cou-
pling VDA:

where the summations run over all sites m (n) on
the donor (acceptor), rmn denotes the distance be-
tween m and n, and qD(m) [qA(n)] is the atomic
transition density on site m (n) calculated for the
lowest optical g f e excitation on the donor [accep-
tor].

Our aim here is to provide a qualitative description
of intrachain vs interchain energy transfer in conju-
gated materials. Our analysis was based on a simple
model that assumes that for the donor, energy is
localized over one conformational subunit of the
polymer chain. For the acceptor in an intrachain
energy migration process, it is assumed that elec-
tronic interactions between neighboring acceptor
conformational subunits are small enough that the
acceptor density of states is not perturbed by elec-
tronic coupling between subunits. Admittedly, this
can be a rather severe approximation for a quantita-
tive treatment of intrachain energy migration;131

however, in the linear chain model where there is
no critical dependence on spectral overlap (e.g., the
donor and acceptor densities of states are broad), this
approximation allows one to provide an upper bound
on the fastest intrachain energy transfer hopping
rate.132 With the transition rate, kDA, expressed in
ps-1 and the electronic coupling, VDA, in cm-1, we use
eq 19 described in the Introduction for the donor-to-
acceptor hopping rate:21

where the overlap factors, JDA, were calculated from
(INDO/SCI) simulated absorption and emission spec-
tra. The spectra were calculated within the displaced
harmonic oscillator model, taking into account two
vibrational modes:133 a high-effective frequency mode
(at 1300 cm-1, corresponding to C-C stretching and
ring breathing) accounting for the change in bond
lengths when going from the ground state to the
excited state and a low-frequency mode (at 80 cm-1)
coupled to the excitation due to the formation of a
more planar excited-state geometry. Including the
latter mode induces the emergence of a significant
Stokes shift between absorption and emission and
hence reduces the spectral overlap and energy trans-
fer rate. Experimental investigations in phenylene-
based materials also suggest that such a conforma-
tional geometric reorganization significantly slows
down the exciton migration process.134,135

Although we do not describe it here (we only
discuss simulations performed at room temperature),
the temperature dependence of the excitation dy-
namics can be accounted for in this formalism
through the homogeneous line widths and the result-
ing spectral overlap factors; these are indeed related
to the population distribution in the vibrational
manifold at a given temperature. Such a procedure
provides a physical picture for dephasing effects

governing the spectral homogeneous line widths in
terms of either intrinsic (chromophore) or external
(environment) low-frequency or “soft” vibrational
modes. Note that the form of eq 19 accounts for the
spectral inhomogeneity of the conformational subunit
absorptions that are obscured within the broad
polymer absorption band. Inhomogeneous broadening
can thus be treated explicitly in these simulations
by considering chromophores of different lengths and
hence of different excitation energies. Because tran-
sition densities are used to calculate the electronic
couplings, such an analysis differs significantly from
the usual application of Förster theory to energy
transfer involving conjugated polymers.

5.2. Singlet Energy Transfer in End-Capped PIF
Chains

Experimental investigations on PEC-PIFTEH show
that energy transfer is slow in solution and competes
with the OIFs excited-state lifetimes, while several
orders of magnitude faster in films where light
emission only arises from the perylene acceptors.114

Intrachain vs interchain exciton migration processes
have been modeled in order to rationalize the differ-
ence in dynamics observed in solution and in films.
From the experimental linear absorption spectrum,
a ratio on the order of 50 is obtained for the PIFTEH
over PEC contributions by integration of the solution
optical spectrum. Because the oscillator strength
calculated for one end-capped perylene derivative is
similar to that of the individual repeat units in the
PIF chains, an average polymer length on the order
of 90-100 indenofluorene units is expected (since
each polymer chain bears two perylene end groups
and its oscillator strength scales linearly with the
number, n, of monomers at large n). However, actual
polymer lengths, estimated from gel permeation
chromatography (GPC) data, are substantially smaller,
on the order of ∼15 units.114 One reason for this
discrepancy, besides the inherent uncertainty related
to GPC measurements on rigid-rod polymer chains,
lies in the fact that a significant fraction of the
polymer chains (as high as 50%) actually lack one or
two perylene end groups. The simulations of long
distance exciton transport have therefore been per-
formed for polymer chains of increasing size (ranging
from 10 to 100 repeat units).

The actual conjugation length, i.e., the length
between two kinks along the conjugated path, has
been estimated to lie in the range of 5-7 repeat units
from extrapolation of the absorption and emission
spectra of well-defined oligo(indenofluorenes) to those
of the homopolymer.136 Because the conjugation
length is shorter than the real length of the PEC-
PIFTEH chains, it is likely that excitation of one PIF
segment in solution first induces exciton hopping
along the main chain prior to energy transfer to the
perylene end caps. In contrast, close contacts between
indenofluorene segments and perylene end caps or
among oligoindenofluorene (hereafter denoted as
OIF) segments belonging to adjacent polymer chains
should allow faster energy migration in the solid
state.

To explore both intrachain and interchain trans-
port channels, electronic couplings, spectral overlaps,

VDA ) ∑
m

∑
n

qD(m) qA(n)

rmn

(29)

kDA ) 1.18|VDA|2 JDA (19)
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and single hopping transfer rates have been com-
puted for a number of covalently linked donor-
acceptor segments as well as donor-acceptor inter-
molecular stacks, considering indenofluorene oligomers
ranging in size from one to eight repeat units.
Spectral overlap factors computed for various OIF/
OIF and OIF/PEC pairs on the basis of the simulated
and measured normalized donor emission and accep-
tor absorption spectra are displayed in Figure 20
(these agree very well to experimental values esti-
mated from the oligomer solution spectra114). When
considering homomolecular transfer, the spectral
overlap is calculated to increase with increasing
acceptor size for a given donor size, while it decreases
with increasing donor size for a given acceptor. Note
that the spectral overlap factors computed in the case
of heteromolecular transfer are found to be larger
than the homomolecular counterparts, whatever the
donor size. These evolutions stem from the subtle
interplay between geometric relaxation energies
(Erel

D ≈ λi/2) and shifts of the optical spectra due to
changes in chromophore conjugation lengths ∆DA.
When the former exceeds the latter (as is the case
here, except in the short oligomers), the spectral
overlap is maximized for long acceptor chains and
short donors, leading to the smallest mismatch
between Erel

D and ∆DA; see the scheme below.

Comparison to spectral overlap factors calculated
when neglecting low-frequency vibrational modes
contributions suggests that flexible polymer chains
should lead to less efficient intrachain energy migra-
tion than rigid rods, as a result of the relatively

large relaxation energy associated to these soft
modes and the concomitant reduced spectral overlap
integrals.133-135

Electronic coupling matrix elements VDA have been
computed for both heteromolecular and homomolecu-
lar on-chain and interchain energy transfer using the
distributed monopole model on the basis of relaxed
excited-state geometries. The results are displayed
in Figures 21 and 22 for intra- and interchain
processes, respectively. When considering intrachain
processes, electronic couplings computed for both
homomolecular and heteromolecular (not shown)
processes are found to drop quickly with the size of
the donor and the acceptor. This arises from the
increased intersite separations, together with a de-
crease in the transition density at the edges of the
conformational subunits. In contrast, electronic ma-
trix elements for interchain processes are maximized
for an acceptor size of two indenofluorene units. In
all cases, the VDA values obtained for intermolecular
transfer processes are found to be larger than their
intrachain counterparts. It must be stressed that
these results differ significantly from the predictions

Figure 20. Spectral overlap factors computed for various
OIFn/OIFm and OIFn/PEC pairs on the basis of the simu-
lated normalized donor emission and acceptor absorption
spectra. Oligomers of indenofluorene with a conjugation
length ranging from 1 to 8 units have been considered.

Figure 21. Electronic matrix elements, VDA, for exciton
hopping along the PIF backbone considering covalently
linked OIFn/OIFm couples with varying donor and acceptor
size.

Figure 22. Same as for Figure 21 but for interchain
energy transfer in cofacial dimers.
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of the widely used point-dipole approximation, both
quantitatively and qualitatively.

Intermolecular and intramolecular energy hopping
rates, as computed for different OIF donor-acceptor
pairs, are displayed in Figure 23. Because the
electronic couplings for both intrachain and inter-
chain energy migration decrease with the size of the
donor and the acceptor segments while the spectral
overlap factors increase with acceptor size, the trans-
fer rates for a given donor size are maximized for an
intermediate acceptor length. Although similar trends
are obtained for both processes, intermolecular rates
are always larger than the corresponding on-chain
values for given donor and acceptor sizes. Consider-
ing the tetramer as the donor, transfer rates for
intrachain processes among indenofluorene oligomers
range from 0.25 to 0.06 ps-1 depending on the
acceptor size. The corresponding intermolecular trans-
fer rates decrease from 3.3 to 0.7 ps-1 with donor/
acceptor lengths. For heteromolecular transfer pro-
cesses, the typical intrachain rates lie in the range
0.6-60 ps-1; the corresponding interchain processes
are found to be up to 1 order of magnitude faster with
rates only weakly sensitive to chain length (in the
range 50-90 ps-1). These results suggest that a much
more efficient energy transfer occurs in the solid state
(where chain-to-chain contacts open new efficient
channels) with respect to solution (assuming no direct
contacts between the OIF segments and the perylene
end caps), in good agreement with the faster dynam-
ics observed experimentally in the solid state. The

calculations also yield the correct order of magnitude
for the interchain hopping rates (in the ps-1 range);
a quantitative description is, however, difficult to
achieve due to the sensitivity of the calculated
electronic couplings on the relative donor-acceptor
distance and separation.

It is also of interest to evaluate long-range intra-
chain energy migration. This has been modeled by
solving the following Pauli Master equations (PME):

where Pm(t) denotes the time-dependent occupation
probability on site m, kmn is the rate for the excitation
energy transfer from site m to site n as given by eq
19, and τm is the (radiative) lifetime for the excitation
on the site m. The first term in the right-hand side
of eq 30 describes the decay with time of Pm(t) as a
result of exciton migration from site m to all other
sites; the third term is associated with the reverse
hopping to site m from all sites n * m; the second
term accounts for the natural exciton lifetime in
absence of any transfer process (simply taken as the
calculated radiative lifetime).

Equation 30 was applied to assess the excitation
dynamics in PIF chains of 25, 50, and 100 indeno-
fluorene units, built up from a statistical distribution
of conjugated segments (50% hexamers, 25% tetram-
ers, and 25% octamers). In the simulations, the
populations Pm(t) are equally distributed among all
oligo(indenofluorene)s chromophores at time zero and
then allowed to evolve with time according to the
PME. As expected, the characteristic transient time
to the perylene trap, defined here as the time at
which the perylene population peaks, increases and
the number of excitations that effectively reached the
perylene group decreases with increasing chain length;
see Figure 24. The characteristic time for the overall
migration process is on the order of 800, 600, and

Figure 23. Intramolecular (a) and intermolecular (b)
energy-transfer rates computed for different OIFn/OIFn and
OIFn/PEC donor-acceptor pairs differing by the size of the
indenofluorene segments. Energy-transfer rates are plotted
as a function of the donor plus acceptor conjugation lengths
for cases where the donor is an indenofluorene dimer
(circles), tetramer (up triangles), hexamer (solid down
triangles), and octamer (down triangles).

Figure 24. Time-dependent PIF population [FPIF(t)] for a
perylene end-capped linear polymer chain of total length
25, 50, and 100 repeat units. A distribution of oligomer
lengths close to the experimental one (50% of hexamers
and 25% of tetramers and octamers) has been adopted.

∂

∂t
Pm(t) ) - ∑

n*m
[kmn Pm(t) + Pm τm

-1 - knm Pn(t)]

(30)
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350 ps for chain lengths of 100, 50, and 25 units,
respectively. The characteristic time values obtained
for 25 and 50 repeat units are comparable to the
calculated (radiative) donor excited-state lifetimes
(which range from 600 to 400 ps in the more extended
indenofluorene segments). A characteristic decay
time of 500 ps has been extracted from the PIF-
stimulated emission signal measured from time-
resolved spectroscopy, which confirms that exciton
hopping and decay occur on similar time scales.

The dynamics of exciton migration in the end-
capped polymer chains can also be evaluated from
the time evolution of the PL spectrum. Figure 25
shows emission spectra calculated for different time
delays for lengths of 25, 50, and 100 indenofluorene
units. The luminescence spectrum of the shortest
chain (25 repeat units) is dominated by perylene
emission for time delays larger than 500 ps, while
almost equal contributions from perylene and the PIF
chain are still obtained 1000 ps after excitation when
considering a total chain length of 50 or 100 units.
In the latter two cases, only excitations created close
to the perylene end caps actually reach the acceptor
chromophores, while a significant fraction of the
photoinduced excited species decay radiatively on the
PIF chain.

5.3. Extension to Annihilation Processes
Förster type resonance energy transfer is not

restricted to energy transfer from an excited-state
donor to a ground-state acceptor, as in the examples
described above. It can also occur for instance from
a chromophore in its first singlet excited state (S1)
to another chromophore either in its lowest triplet
state (T1) or lowest singlet excited state. All such
processes are driven by long-range Coulombic inter-
actions and differ only by the nature of the interven-
ing electronic states; they can be described by the
following reactions (A and B refer to two different
chromophores):

where (i) corresponds to singlet hopping and (ii) and
(iii) denote singlet-singlet and singlet-triplet an-
nihilations, respectively; the second step in processes
(ii) and (iii) corresponds to internal conversion down
to the lowest singlet or triplet excited state.

In case (ii), two chromophores are excited almost
simultaneously, which results in a bichromophore
system where each of the chromophores is in the first
singlet excited-state S1. If the fluorescence of the
chromophores is in resonance with a transition of S1
to higher singlet excited states, i.e., a S1fSn transi-
tion, energy transfer between the singlet excited
states can occur. As the process results in only one
excited state remaining in the bichromophoric sys-
tem, it is often referred to as singlet-singlet an-
nihilation. While this process is expected to play a
minor role in LEDs due to the short singlet exciton

lifetime and the moderate exciton densities, it could
become crucial in the operation of organic lasers.

Case (iii) involves intersystem crossing to a triplet
state T1 of chromophore B. When chromophore A is
excited, again two excited states are present in the
bichromophoric system: a singlet excited state (S1)
and a triplet excited state (T1). If the triplet state is
electronically coupled to higher-lying triplet excited
states, Tn, that are in resonance with the S1fS0
transition, singlet-triplet energy transfer, i.e., en-
ergy transfer from the excited singlet state to the
energetically lower-lying triplet state, can occur. This

(i) S0
A + S1

B f S1
A + S0

B

(ii) S1
A + S1

B f S0
A + Sn

B f S0
A + S1

B + phonons

(iii) S1
A + T1

B f S0
A + Tn

B f S0
A + T1

B + phonons

Figure 25. Time-dependent emission spectra for total
chain lengths of 25 (a), 50 (b), and 100 repeat units (c).
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process is often called singlet-triplet annihilation,
as the net result is one excited state in the bichro-
moporic system, in this case a triplet state. Because
the triplet populations in polymer LEDs can be high
(as described in the previous section) and considering
the long triplet lifetimes, it can be anticipated that
such singlet-triplet collisions occur with a high
probability; direct experimental evidence for singlet-
triplet exciton annihilation in a ladder type polyphe-
nylene has been reported by List et al.137

These competitive pathways have been explored in
single bichromophoric systems consisting of peryle-
neimide end-capped fluorene oligomers, with chemi-
cal structures similar to that of PEC-PIFTEH in
Figure 19. A similar methodology based on the weak
coupling approximation and the improved Förster
model was applied to evaluate the relative efficiencies
of singlet energy hopping and singlet-singlet and
singlet-triplet annihilations. To better account for
electron correlation effects in the higher-lying singlet
Sn and triplet Tn excited states, a multireference
double configuration interaction formalism was ap-
plied to calculate the singlet-singlet and singlet-
triplet atomic transition densities over the perylene-
imide derivatives (here, the fluorene segment merely
serves as a rigid spacer).

The calculated rates for the three processes in the
bichromophoric systems were compared to the cor-
responding experimental values as determined from
single-molecule spectroscopy investigations.138 While
the three processes are found to occur with similar
efficiencies in the end-capped trimer molecule, an-
nihilation processes turn out to be more efficient in
longer oligomers due to better spectral overlaps; we
note that the calculations underestimate the ef-
ficiency of singlet-triplet vs singlet-singlet an-
nihilation. Further work will need to address these
discrepancies as well as singlet-charge annihilation

processes. The latter processes are indeed thought
to be a major hurdle in the development of electrically
driven organic lasers.139

6. Photoinduced Charge Separation in Organic
Solar Cells

A critical step in the operation of a photovoltaic
device is the charge separation of the excited electron-
hole pair created upon photon absorption. This
charge separation is triggered at the interface be-
tween a donor component and an acceptor compo-
nent. An often-used description of the electronic
structure of such a donor-acceptor blend, as shown
in the central part of Figure 26, tends to imply that
an off-set of the frontier electronic levels (HOMO and
LUMO) of the donor and acceptor units is the major
requirement to induce exciton dissociation. However,
the situation is far from being that simple. Exciton
dissociation can take place only if the energy gained
by the electron (hole) when being transferred from
the LUMO of the donor to the LUMO of the acceptor
(from the HOMO of the acceptor to the HOMO of the
donor) compensates for the binding energy of the
intrachain exciton; thus, it is critical that the charge-
separated state be the lowest excited state of the two-
component system.

As demonstrated by Friend and co-workers,140

polymer blends that display similar off-sets of their
frontier electronic levels, as shown in Figure 26, can
show very different charge-separation abilities. That
work was concerned with the characterization of the
electronic properties of two blends made of two
different PPV-substituted derivatives, namely, a
DMOS-PPV/CN-PPV blend and an MEH-PPV/CN-
PPV blend; see the chemical structures in Figure 26
(note that the electronic structure of DMOS-PPV is
nearly identical to that of PPV itself). According to

Figure 26. Description of the frontier electronic levels and ordering of the lowest intramolecular (INTRA) vs intermolecular
(INTER) excited states in DMOS-PPV/CN-PPV and MEH-PPV/CN-PPV blends, as calculated at the INDO/SCI level.
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INDO calculations, there is a significant off-set
between the frontier electronic levels of either DMOS-
PPV or MEH-PPV (acting as donor) and those of CN-
PPV (acting as acceptor); thus, efficient exciton
dissociation might be expected in both blends. How-
ever, while experimental data demonstrate efficient
charge generation in the MEH-PPV/CN-PPV blend,
as evidenced by PL quenching and an increase in
photocurrent, they point to energy transfer in the
DMOS-PPV/CN-PPV blend, with a luminescence
signal characteristic of the CN-PPV chains.140

Thus, these experimental observations cannot be
explained by considering simply the HOMO and
LUMO energies given in the middle of Figure 26.
Their rationalization requires a model that takes into
account the energies and ordering of the three
relevant excited states: (i) the lowest intramolecular
excited state of the donor (mainly described here by
a donor HOMO-LUMO excitation); (ii) the lowest
intramolecular excited state of the acceptor (origi-
nating similarly in an electron transition between its
HOMO and LUMO levels); and (iii) the CT excited
state resulting from electron excitation from HOMO
to LUMO of the donor followed by ET to the LUMO
of the acceptor. The bottom of Figure 26 provides the
estimated ordering of these states in the two blends.

In going from DMOS-PPV to CN-PPV, the lowest
intramolecular excited state is calculated to be red-
shifted by 0.38 eV due to the asymmetric stabilization
of the HOMO and LUMO levels in CN-PPV. The
stabilization of the LUMO level by 0.55 eV induced
by the cyano groups significantly lowers the energy
of the lowest CT excited state; however, this stabi-
lization is partly offset by the energy required to
transform the intrachain exciton into an interchain
exciton; the latter energy is not precisely known and
has been taken to be around 0.35 eV. Therefore, the
lowest CT excited state in the PPV/CN-PPV blend is
estimated to be located some 0.20 eV below the lowest
excited state of PPV and hence some 0.18 eV above
the lowest intrachain excitation of CN-PPV. Thus,
upon excitation of DMOS-PPV, what is expected to
take place at the DMOS-PPV/CN-PPV interface is
energy transfer toward the CN-PPV chains; this is
supported by the experimental data.140

In the case of the MEH-PPV/CN-PPV pair, analysis
of the one-electron structure indicates that the lowest
optical transition of CN-PPV is red-shifted by 0.19
eV with respect to that of MEH-PPV while the LUMO
level of CN-PPV is 0.63 eV lower than that of MEH-
PPV. Taking into account that the stabilization of the
lowest CT excited state has to incorporate the roughly
0.35 eV energy required to separate the electron and
the hole, the lowest CT excited state in the MEH-
PPV/CN-PPV blend is estimated to be ca. 0.28 eV
(0.63-0.35) below the lowest intrachain transition of
MEH-PPV; this is some 0.10 eV below the lowest
excited state of CN-PPV. Thus, in this blend, the
occurrence of a CT process is predicted at the
polymer/polymer interface, in agreement with the
experimental observations. Interestingly, these re-
sults demonstrate that a minor change in the sub-
stitution of the donor conjugated chains (the substi-
tution involving either electroneutral silyl groups or

electron-donating alkoxy groups) determines whether
energy transfer or CT takes place to CN-PPV chains.

Although being instructive, the model outlined
above suffers from strong limitations as the excita-
tions are described in a one-electron picture and the
exciton binding energy is introduced somewhat ar-
bitrarily. As a result, it cannot be readily applied to
any donor/acceptor pair. Moreover, it is critical to go
beyond the static view based on the ordering of
various excited states and to address the dynamics
of the processes of importance in organic solar cells.
Indeed, the exciton-dissociation process competes
with a charge-recombination mechanism in which the
charge-separated state decays back into the ground
state of the blend (i.e., the electron in the LUMO level
of the acceptor can transfer back to the HOMO level
of the donor; see Figure 27); the back transfer
mechanism should be as limited as possible to ensure
efficient generation of charge carriers in the device.

It is interesting to note that much attention has
been given to try and estimate theoretically the
electronic couplings associated not only to photoin-
duced CT processes in donor-acceptor pairs or
donor-bridge-acceptor architectures (D*BAfD+BA-)
but also to CT processes occurring in the ground state
(for instance of the kind D-BAf DBA-).52,141-143

Assuming within a one-electron picture that the
excited state of the donor is described mainly by a
HOMO-LUMO excitation and the CT excited state
by a transition from the HOMO of the donor to the
LUMO of the acceptor (HDfLA), the electronic cou-
pling for photoinduced CT can be considered to
correspond to the transfer integral between the
LUMO of the donor and that of the acceptor; this is
similar to what happens in a ground-state D-BAf
DBA- ET. Following Larsson and co-workers, the
transfer integral can then be estimated as half the
splitting of the LUMO levels obtained upon applica-
tion of the electric field that creates a resonance
between the two LUMO levels.144-145

However, it is desirable to go beyond such a one-
electron picture and to introduce a CI description of
the excited states. The electronic coupling can then
be estimated as half the splitting of the intramolecu-

Figure 27. Illustration of the exciton dissociation and
charge recombination processes in a donor/acceptor pair.
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lar and CT excited states at the transition state.
Paddon-Row and co-workers have shown that the
latter can be reached in a tractable way, when
dealing with a limited number of configurations, by
applying an electric field that equalizes the total
amplitude of the CI coefficients describing the two
states.146

The originality of the theoretical approach outlined
below is to evaluate all terms entering the exciton
dissociation and charge recombination rates at the
correlated semiempirical quantum-chemical level.147

To illustrate the basic aspects of this model, we have
considered a donor/acceptor pair made of Pc as the
donor and of perylene bisimide (PTCDI) as the
acceptor (see the chemical structures in Figure 28).
We note that blends of that nature are technologically
relevant for organic solar cells and have been the
subject of recent experimental studies;148-149 Pc mol-
ecules are low-energy absorbers with the lowest
absorption band peaking around 1.8 eV,150 which
closely matches the region where the solar emission
is the most intense; PTCDI acceptors are becoming
increasingly studied as an alternative to the widely
used C60 derivatives.151

6.1. Evaluation of the Microscopic Parameters
Because exciton dissociation and charge recombi-

nation both correspond to an ET reaction, their rates
have been estimated in the framework of the Bixon
and Jortner model.15 This formalism has been devel-
oped in the weak coupling limit; in the case of
dissociation, this implies that the photoexcitation is
initially localized on the donor (which has then time
to relax to its optimal excited-state geometry); the
subsequent ET yields a positive (negative) polaron
localized on the donor (acceptor). Situations where
the excitations and/or charges are delocalized over
several molecules, as might occur in highly crystal-
line phases, are not considered here.

To describe photoinduced CT, the parameters ∆G0,
λi, λ0, and Vif involved in eq 6 have been estimated
as follows. The driving force ∆G0 has been evaluated
from Weller’s equation152 as the energy difference
between the constituents in the final and initial

states, taking account of the Coulomb attraction
between the two polarons in the charge-separated
state. In analogy to eqs 25 and 26 in section 4, ∆G0

is written as:

with

where ED*, ED+, EA, and EA- represent the total
energies of the donor in the equilibrium geometry of
the lowest excited state and of the cationic state and
those of the acceptor in the equilibrium geometry of
the ground state and of the anionic state, respec-
tively. The qD and qA terms correspond to the atomic
charges on the donor and the acceptor, respectively
(calculated at the AM1-CI/COSMO level following a
Mulliken population analysis); rDA is the distance
separating the donor and the acceptor; and εs is the
static dielectric constant of the medium. In the case
of charge recombination, the donor and acceptor
states become the charge-separated state and the
ground state, respectively. In both cases, we have
varied the static dielectric constant εs in the range
2.5-5, which is typical for organic thin films.110

The internal reorganization energy λi corresponds
to the difference between the energy of the reactants
(products) in the geometry characteristic of the
products (reactants) and that of their equilibrium
geometry. The two ways of estimating λi provide the
same value only if the two parabolas representing
the reactants and the products have the same cur-
vature. Because this is often not the case, λi is usually
estimated as the average of λi1 and λi2 defined for
exciton dissociation as:

where Qi and Qf refer to the equilibrium geometry of
the reactants and products, respectively.

The external reorganization energy λs has been
estimated by the classical dielectric continuum model
developed by Marcus.118 Thus, the assumption is
made here that the ET occurs in an isotropic dielec-
tric environment, which is reasonable for amorphous
blends. The reorganization term is given by:

where e is the transferred electrical charge; εop
denotes the optical dielectric constant of the medium
(here set to a typical value of 2.25153); and RD () 4.06
Å) and RA () 3.45 Å) are the effective radii of the Pc
and perylene molecules estimated from their total
volume when assimilated to a sphere.

The electronic coupling Vif as it appears in eq 6 is
to be evaluated in a diabatic description where the

Figure 28. Chemical structures of Pc (left) and PTCDI
(right); the arrows represent the orientation of the lowest
two unoccupied orbitals of Pc.
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initial and final states do not interact. This is not
the situation considered in the present correlated
quantum-chemical calculations, which explicitly take
into account the interaction between the two states,
thereby providing an adiabatic description of the
system. In this case, Vif can be estimated from the
quantities given by CI calculations performed on the
interacting donor/acceptor pair by using the general-
ized Mulliken-Hush formalism,154-155 which refers
to an optical process between the two states. Vif is
then written as:

where ∆Eif, ∆µif, and µif correspond to the energy
difference, the dipole moment difference, and the
transition dipole moment between the initial and
final states. This formalism is particularly attractive
since it covers both photoinduced and ground-state
CT processes and allows the inclusion of electron
correlation in the description of the relevant states
(the electronic coupling can also be estimated by
plugging experimental values into eq 36).

In a first step, the parameters relevant for exciton
dissociation have been calculated using the nuclear
positions corresponding to the initial state by means
of the INDO/SCI method, without any account of
medium effects. We note that theoretical studies by
Newton have confirmed the reliability of INDO with
respect to ab initio calculations to estimate electronic
couplings.156 Because the calculated energy of the CT
state is often not reliable due to the neglect of the
intermolecular polarization effects, we have applied
a static electric field along the CT direction to match
∆Eif to the ∆Gdis

0 value provided by Weller’s equation.
This is clearly an approximation in the case of a
vertical process where the energy of the CT state
should be estimated in the geometry of the D*A (or
DA*) state, considering the optical constant of the
medium (thus, without the slow nuclear reorganiza-
tion of the surrounding medium included in the static
dielectric constant). However, this simple choice is
relevant for charge recombination and is justified for
exciton dissociation by the fact that the Vif amplitude

is only weakly sensitive to changes in the actual
energy of the CT state. In a second step, because the
charge recombination starts from the fully equili-
brated CT state, we have calculated to first ap-
proximation ∆µif and µif in the D*A geometry with
the same applied electric field. We then set ∆Eif equal
to ∆G0 for charge recombination to evaluate the
electronic coupling using eq 36.

6.2. Pc−Perylenediimide Pair

We have considered a dimer made of a PTCDI
molecule superimposed on a Pc molecule with a
typical intermolecular distance of 4 Å. In Figure 29,
the evolution of ∆G0 is plotted for exciton dissociation
(∆Gdis

0, assuming that the donor is initially excited)
and charge recombination (∆Grec

0) as a function of
the inverse dielectric constant of the medium in the
range between two and five. ∆Gdis

0 is always nega-
tive, thus indicating that exciton dissociation occurs
whatever the polarity of the medium. Its value
becomes more negative (going from -0.20 eV at εs )
3 to -0.38 eV at εs ) 5) when the dielectric constant
is increased, even though the stabilizing Coulomb
term is reduced by screening effects (from -0.48 eV
at εs ) 3 to -0.30 eV at εs ) 5). Similar changes in
the energy of the CT state upon variation of the
medium polarity have been observed experimentally
for ET reactions in solution.157

Analysis of the data indicates that exciton dissocia-
tion would be unfavorable or only weakly thermody-
namically favored if the Coulomb attraction between
the two polarons of opposite sign was neglected.
Thus, it has to be realized that the two generated
charges cannot easily escape their mutual attraction
to yield free carriers (for instance, at room temper-
ature, the two charges need to be separated by 11
nm in order to compensate for Coulomb attraction
with εs ) 5). It is clear that this Coulomb attraction
is detrimental to the dissociation process required for
the operation of the solar cells; in fact, many of the
geminate polaron pairs (also referred to as exciplexes)
decay either by nonradiative recombination or by
light (exciplex) emission.149,158,159 This raises the

Figure 29. Evolution of ∆G° for exciton dissociation (∆Gdis°) and charge recombination (∆Grec°) and of the Coulomb
attraction between the polarons of opposite sign (Ecoul) as a function of the inverse static dielectric constant εs in a Pc/
PTCDI dimer (with the two molecules superimposed and separated by 4 Å), as calculated at the AM1-CI/COSMO level.

Vif )
µif ∆Eif

x(∆µif)
2 + 4(µif)

2
(36)
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important question of the nature of the mechanism
allowing for the separation of the bound polaron pairs
into free carriers. Several mechanisms have been
proposed; for instance, Arkhipov et al. have high-
lighted the possible role of interfacial dipoles between
the donor and the acceptor units in their ground
state, which would facilitate the dissociation of the
polaron pairs.160 Janssen and co-workers have pointed
to the possible role of disorder, which is intrinsic to
organic thin films; in this view, the energy that the
hole or the electron would gain by being transferred
to a segment of lower energy would help to compen-
sate for the Coulomb attraction.161 Also, it has been
proposed that the separation can be facilitated if it
occurs prior to the thermalization of the polaron
pairs, as noted by Bässler and co-workers and Con-
well.162,163

Interestingly, the driving force for recombination
∆Grec

0 becomes less negative when the polarity of the
medium increases, as a result of the progressive
stabilization of the charge-separated state. The cal-
culated values for ∆Grec

0 at εs ) 3 (-1.72 eV) and εs
) 5 (-1.52 eV) embrace the exciplex emission energy
in Pc/PTCDI blends (1.63 eV),149 which gives confi-
dence in the reliability of the theoretical approach
described above (we note, however, that a more
accurate value of the exciplex emission should be
calculated as the difference between the energy of the
fully equilibrated D+A- state and that of the ground
state in the D+A- geometry and polarized by the
optical dielectric constant of the medium). The sum
of ∆Grec

0 and ∆Gdis
0 has an almost constant value (on

the order of 1.9 eV, which is consistent with the
energy of the lowest excited state of Pc), due to the
fact that the energies of the ground state and the
intramolecular excited states are only slightly af-
fected by the medium polarity.

The internal reorganization energy λi is found to
be slightly larger for the exciton dissociation (0.33
eV) than for the charge recombination (0.26 eV). The
external reorganization energy λs has a similar order
of magnitude and increases with the polarity of the
medium (from 0.24 eV at εs ) 3 to 0.52 eV at εs ) 5),
as expected. In the context of simple Marcus theory,
since the sum of the two λ contributions is larger than
| ∆G0 | for exciton dissociation, this process operates
in the normal region of Marcus. In contrast, | ∆G0 |
is larger than the total reorganization energy for
charge recombination; thus, the latter is predicted
to occur in the inverted region.

The electronic coupling Vif evolves from 447 to 445
cm-1 for exciton dissociation and from 1600 to 642
cm-1 for charge recombination when going from εs )
3 to εs ) 5. That Vif is almost constant for exciton
dissociation results from a compensation of the ∆Eif
and µif terms in eq 36; this compensation does not
occur for charge recombination. Note that these Vif
values actually encompass two different pathways;
this is the case because the lowest absorption band
of Pc is made of two closely separated excited states
that are mainly described by an electronic transition
from the HOMO level to the LUMO or LUMO + 1
level, respectively (the lowest two unoccupied orbitals
have very similar shapes and are oriented perpen-

dicularly along the two branches of the conjugated
core; see Figure 28).150 We have thus defined Vif as
the square root of the sum of the individual contribu-
tions (Vif1

2 + Vif2
2) of the two excited states, for which

we have considered the same ∆G0 and λ values.
All of the parameters discussed above can be

entered into eq 6 to estimate the corresponding
transfer rates. Doing so, we obtain values of 2.23 ×
1013 and 1.20 × 1013 s-1 for the exciton-dissociation
rate for εs ) 3 and 5, respectively. The transfer rate
would increase if | ∆G0 | and λs were to converge
toward a similar value; this does not occur here since
the absolute value of both parameters increases with
medium polarity. The reduction in transfer rate with
εs is thus explained by the fact that the increase in
λs is slightly larger than that in | ∆G0 |. In contrast,
charge recombination gets faster when the dielectric
constant is increased (from 4.98 × 1011 to 4.79 × 1012

s-1 on going from εs ) 3 to 5). This is due to the
opposite evolutions of | ∆G0 | and λs that reduce the
gap between their absolute values. It is also of
interest to analyze the evolution of the ratio kdis/krec
as a function of the dielectric constant; strikingly, the
results indicate that this ratio goes from 45 at εs ) 3
to 2.5 at εs ) 5. Thus, an increase in the polarity of
the medium leads to a situation where charge re-
combination increasingly competes with exciton dis-
sociation.

These results demonstrate that the dielectric prop-
erties of the medium can play a key role in defining
the efficiency of free carrier generation in organic
solar cells. They also contrast with the usual under-
standing that exciton dissociation is much faster than
charge recombination in donor/acceptor pairs; the
latter case was found for instance in recent measure-
ments on oligo(phenylenevinylene)-PTCDI copoly-
mers that yield a kdis/krec ratio on the order of a few
hundreds.164 The main difference is that we are
dealing here with a Pc donor that presents a lowest
excited state at much lower an energy than in oligo-
(phenylenevinylene)s, which results in a much lower
| ∆Grec

0 |. This is confirmed by the fact that the
charge-recombination rate in the Pc/PTCDI blend for
εs ) 5 is decreased by a factor of 40 or 3000 when
| ∆Grec

0 | is increased artificially by 0.5 or 1 eV,
respectively (which makes it go more deeply into the
inverted Marcus regime).

We have also investigated the case where the
acceptor is initially excited. The calculated dissocia-
tion rates lead to a ratio kD/kA [where kD (kA)
corresponds to the rate when the donor (acceptor) is
initially excited, respectively] of 45 and 6.3 for εs ) 3
and 5. The decrease in the exciton-dissociation rate
when exciting the acceptor is associated with the
increase in energy gap between | ∆G0 | and λ, the
dissociation then taking place in the inverted region.
Thus, the nature of the excited species also dictates
the dynamics of charge generation in the device.

In conclusion of this section, we emphasize that the
remarkable progress achieved recently in the field
of organic photovoltaics has been more often than not
the result of choosing donor and acceptor moieties
on an empirical basis rather than on the basis of well-
defined guidelines. Thus, the results of quantum-
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chemical calculations such as those outlined in this
section could provide materials chemists with new
strategies for a rational design of donor-acceptor
pairs.

7. Synopsis
The description of the electronic structure of π-con-

jugated materials has come a long way since the first
calculations on polyenes and the attention given to
the issues of bond length alternation and ordering
of the lowest singlet excited states. After the discov-
ery of highly conducting polymers, much of the
interest focused on the evaluation of the ground-state
properties (ionization potential, electron affinity,
band gap, and bandwidths) and the evolution of the
geometry and optical properties upon ionization
(triggering the development of concepts such as
solitons, polarons, and bipolarons).

In the mid-1980s, with the increased importance
attached to nonlinear optical properties, the goal of
many calculations was to determine the nature of the
(unrelaxed) excited states playing a role in the
second-order and third-order molecular polarizabili-
ties. Relaxation effects in the excited states and
impact of intermolecular interactions became the
focus of numerous quantum-chemical studies in the
1990s due to the advent of electroluminescent con-
jugated polymers.

What we hope to have portrayed in this review is
the increased significance of the dynamic processes
taking place in π-conjugated materials, be them
charge transport, charge recombination, exciton for-
mation, exciton diffusion, or exciton dissociation. As
a result, much attention is now devoted to the
calculation of the rates for such energy-transfer or
ET reactions, as they impact the characteristics of
organic materials to be used in the new generations
of electronic and photonic plastic devices.
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Phys. 1993, 177, 629.

(127) Marguet, S.; Markovitsi, D.; Millié, P.; Sigal, H.; Kumar, S. J.
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